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Introduction

The scientific understanding of the relationship
between lead and human health is rapidly expanding.
This expansion is documented in numerous EPA stud-
ies on the health effects associated with lead expo-
sure. In a pioneering study, Schwartz et al. (U.S. EPA,
1985) quantified a number of health benefits that
would result from reductions in the lead content of
gasoline. The work was extended by EPA’s analysis
of lead in drinking water (U.S. EPA, 1986a) and by
an EPA-funded study of alternative lead National
Ambient Air Quality Standards (U.S. EPA, 1987).

Despite this substantial research, much uncertainty
remains. While the health effects of very high levels
of blood lead (PbB) are quite severe (including con-
vulsions, coma and death from lead toxicity) and have
been known for many years, the effects of lower lead
doses continue to be the subject of intensive scien-
tific investigation. Dose-response functions are avail-

able for only a handful of health endpoints associated
with elevated blood lead levels. Other known or
strongly suspected health endpoints cannot be quan-
tified due to a lack of information on the relationship
between dose and effect. Table G-1 presents the health
effects that are quantified in this analysis, as well as
important known health effects that are not quanti-
fied.

Some of the health effects that are quantified in
this analysis have not been estimated in previous EPA
analyses. This is largely due to more recent informa-
tion about the dose-response functions that makes it
possible to expand the health effect coverage beyond
what was done previously. Recent information is avail-
able for previously unquantified health effects, and
new information on previously estimated dose-re-
sponse functions is also available.

Population Group Quantified Health Effect Unquantified Health Effect

Adult Male For men in specified age ranges:
Hypertension
Non-fatal coronary heart disease
Non-fatal Strokes
Mortality

Quant ified health effects for men in other age
ranges
Other cardiovascular  diseases
Neurobehavioral function

Adult Female For women in specified age ranges:
Non-fatal coronary heart disease
Non-fatal stroke
Mortality

Quant ified health effects for women in other age
ranges
Other cardiovascular diseases
Reproductive effects
Neurobehavioral function

Children IQ loss effect on lifetime earnings
IQ loss effects on special educational needs
Neonatal mortality due to low birth weight
caused by maternal exposure to lead

Fetal effects from maternal exposure (including
diminished IQ)
Other neurobehavioral and physiological effects
Delinquent and ant i-social behavior

Quantified Health Effect Unquantified Health Effect

For men in specified age ranges:
Hypertension
Non-fatal coronary heart disease
Non-fatal Strokes
Mortality

Quant ified health effects for men in other age
ranges
Other cardiovascular  diseases
Neurobehavioral function

For women in specified age ranges:
Non-fatal coronary heart disease
Non-fatal stroke
Mortality

Quant ified health effects for women in other age
ranges
Other cardiovascular diseases
Reproductive effects
Neurobehavioral function

IQ loss effect on lifetime earnings
IQ loss effects on special educational needs
Neonatal mortality due to low birth weight
caused by maternal exposure to lead

Fetal effects from maternal exposure (including
diminished IQ)
Other neurobehavioral and physiological effects
Delinquent and ant i-social behavior

Table G-1.  Quantified and Unquantified Health Effects of Lead.
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Methods Used to Measure and
Value Health Effects

The following sections present relevant dose-re-
sponse relationships for three population groups: chil-
dren, men, and women. These sections also discuss
data sources used for the dose-response relationships,
although an extensive review of the literature is not
given.1  In addition, each section includes the meth-
ods used to value the changes in health effects deter-
mined using these dose-response relationships.

Health Benefits to Children

Changes in IQ

Elevated Pb levels may induce a number of ef-
fects on the human nervous system. Generally, these
neurobehavioral effects are more serious for children
than for adults because of children’s rapid rate of de-
velopment. It is believed that neurobehavioral defi-
cits in children may result from both pre-natal and
post-natal exposure. These nervous system effects may
include hyperactivity, behavioral and attentional dif-
ficulties, delayed mental development, and motor and
perceptual skill deficits. Quantification of certain
manifestations of these effects is possible because
sufficient data exist to estimate a dose-response rela-
tionship and IQ loss. The relationship used in the
analysis is discussed below.

Quantifying the Relationship Between Blood
Lead Levels and IQ

A dose-response relationship for IQ decrements
has been estimated by a meta-analysis of seven re-
search studies.2  Regression coefficients for each study
were used to determine a weighted average linear re-
gression coefficient for the relationship between lead
and IQ. Each regression coefficient was weighted by
the inverse of the variance of each estimate. To deter-
mine an overall coefficient, the regression coefficients
for studies that used natural logarithms of lead as the
exposure index were linearized. In general, the coef-
ficient was linearized in the blood lead range of 10 to
20 µg/dL. However, in one study (Bellinger et al.,

1991), 70 percent of the data were below 10 µg/dL;
thus, the Bellinger data were linearized in the 5 to 15
µg/dL range. For the studies that did not transform
lead concentrations, the regression coefficients were
used directly. Given the typical uncertainty within
individual studies, the variation in the regression co-
efficients among studies was not more than would be
expected. The relationship determined by Schwartz
(1993) suggests that for a 1 µg/dL increase in lead, a
decrease of 0.25 IQ points can be expected. The p-
value (< 0.0001) indicates that this relationship is
highly significant.

To obtain the total change in number of IQ points
for a population of children, the 0.25 points lost per
µg/dL change in blood lead is multiplied by the aver-
age blood lead level for that population. The average
blood lead level modeled in this analysis is a geomet-
ric mean, not an arithmetic mean. To adjust for this,
we use a relationship between the expected value and
the geometric mean of a lognormally distributed ran-
dom variable:

where E(X) is the expected value (mean) of the distri-
bution, GM is the geometric mean, and GSD is the
geometric standard deviation. Taking the natural loga-
rithm of Equation 1 and rearranging gives the ratio
between the expected value and the GM:

For a GSD of 1.6 (the assumed GSD of children’s
blood lead levels3 ), the resulting ratio between E(X)
and GM is 1.117. This ratio is used in equation 5.

1 For a detailed review of this literature see U.S. Environmental Protection Agency, (1986b) Air Quality Criteria Document for
Lead, and 1989 Addendum. Environmental Criteria and Assessment Office, Office of Research and Development, March.

2 Schwartz, 1993.

3 Suggested value for sub-populations provided by IEUBK guidance manual (U.S. EPA, 1994).
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The total lost IQ points for each group was estimated
as:

where (Pop)
k
 represents the number of children (up to

age six) around a given industrial source (in the case
of estimating benefits from reduced industrial emis-
sions) or the total U.S. population of children (in the
case of estimating benefits from reductions in gaso-
line lead emissions).

As shown in equation 5, the population of chil-
dren up to age six is divided by seven to avoid double
counting. If we assume that children are evenly dis-
tributed by age, this division applies this equation to
only children age 0-1. If we did not divide, this equa-
tion would count a child who is age zero in the first
year of the analysis and count that same child 6 more
times in successive years. Dividing by seven does cre-
ate some undercounting because in the first year of
the analysis children from age 1 to 6 are not accounted
for, while presumably they are affected by the lead
exposure.

The analysis assumes a permanent loss of IQ based
on blood lead levels estimated for children six years
and younger. Recent studies4  provide concrete evi-
dence of long-term effects from childhood lead expo-
sure.

Valuing Changes in Children’s Intelligence

Available economic research provides little em-
pirical data for society’s willingness to pay (WTP) to
avoid a decrease in an infant’s IQ. Some research,
however, has addressed monetization of a subset of
the effects of decreased IQ. These effects would rep-
resent components of society’s WTP to avoid IQ de-
creases. Employed alone, these monetized effects
should underestimate society’s WTP. Nevertheless,
for the purpose of this analysis, these effects are used
to approximate the WTP to avoid IQ decrements.

IQ deficits incurred through lead exposure are
assumed to persist throughout the exposed infant’s
lifetime. Two consequences of this IQ decrement are

then considered: the decreased present value of ex-
pected lifetime earnings for the infant, and the in-
creased educational resources expended for a infant
who becomes mentally handicapped or is in need of
compensatory education as a consequence of lead
exposure. The value of foregone earnings is addressed
in this section.

The reduction in IQ has a direct and indirect ef-
fect on earnings. The direct effect is straightforward:
lower IQs decrease job attainment and performance.
Reduced IQ also results in reduced educational attain-
ment, which, in turn, affects earnings and labor force
participation. These effects on earnings are additive
since the studies used for this analysis have controlled
for these effects separately.5  If personal decisions
about the total amount of education and labor force
participation were based entirely on each individual
maximizing the expected present value of lifetime
income, the magnitude of the indirect effect on in-
come of a small change in educational attainment
would be close to zero,6  and certainly less than the
magnitude of the direct effect. However, individuals
make educational decisions based on a number of
considerations in addition to the effect on the present
value of lifetime earnings, such as satisfaction (util-
ity) derived from formal education, non-compensa-
tion aspects of alternative career opportunities, the
ability to pay educational costs, etc. Such consider-
ations could lead to either a positive or negative mar-
ginal return to education. Studies7 of educational at-
tainment and lifetime earnings have generally identi-
fied a positive marginal return to education, suggest-
ing that the educational attainment decision may not
be based simply on expected earnings.

This analysis uses two sets of estimates of the ef-
fects of IQ on earnings. The first estimate, used by
Abt Associates in a previous analysis, is based on sev-
eral older studies. The second estimate is based on
Salkever (1995).

Older Estimate of the Effect of IQ on Earnings:
The Direct Effect of IQ on Wage Rate

Henry Aaron, Zvi Griliches, and Paul Taubman
have reviewed the literature examining the relation-

(TOTAL LOST IQ)k = ∆GMk × 1.117 × 0.25 × (Pop)k / 7 (5)

4 For example, Bellinger (1992).

5 IQ is also correlated with other socio-economic factors which have not been quantified in this analysis.

6 This is a straightforward result of the “envelope theorem” in economics. In this context, the envelope theorem shows that if
individuals select the level of education that maximizes expected income, then the marginal benefit of additional education (i.e., the
partial derivative of income with respect to education) will be zero at that optimal education level.

7 Including Chamberlain and Griliches (1977), Ashenfelter and Ham (1979), and Salkever (1995)
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ship between IQ and lifetime earnings.8 They found
that the direct effect, (schooling held constant) of IQ
on wage rates ranged from 0.2 percent to 0.75 percent
per IQ point. Perhaps the best of these studies is
Griliches (1977).9  He reported the direct effect of IQ
on wage rates to be slightly more than 0.5 percent per
IQ point. Because this is roughly the median estimate
of the U.S. EPA review of the literature, this estimate
is used.

Older Estimate of the Effect of IQ on Earnings:
The Indirect Effect of IQ on Earnings

From Needleman et al. (1990) it is possible to
estimate the change in years of schooling attained per
one IQ point change. The study’s regression coeffi-
cients for the effect of tooth lead on achieved grade
provide an estimate of current grade achieved. How-
ever, many of these children were in college at the
time and are expected to achieve a higher grade level.
Following Schwartz (1990), after adjusting the pub-
lished results for the fact that a higher percentage of
children with low tooth lead were attending college, a
0.59 year difference in expected maximum grade
achieved between the high and low exposure groups
was estimated. It is assumed that educational attain-
ment relates with blood lead levels in proportion to
IQ. The difference in IQ score between the high and
low exposure group was 4.5 points (from Needleman
et al. (1990)). Dividing 0.59/4.5 = 0.131 suggests that
the increase in lead exposure which reduces IQ by
one point may also reduce years of schooling by 0.131
years.

Studies that estimate the relationship between
educational attainment and wage rates (while control-
ling for IQ and other factors) are less common. Cham-
berlain and Griliches (1977) estimate that a one year
increase in schooling would increase wages by 6.4
percent. In a longitudinal study of 799 subjects over 8
years, Ashenfelter and Ham (1979) reported that an
extra year of education increased the average wage
rate over the period by 8.8 percent. We use the aver-
age of these two estimates (7.6 percent) to calculate
the indirect effect of increased schooling on the present
value of lifetime income. Increased wages per IQ point
are calculated using: (7.6 percent wage increase/school
year) x (0.131 school years/IQ) = 1.0 percent increase
in earnings per IQ point.

There is one final indirect effect on earnings.
Changes in IQ affect labor force participation. Fail-
ure to graduate high school, for example, correlates
with participation in the labor force, principally
through higher unemployment rates and earlier retire-
ment ages. Lead is also a strong correlate with atten-
tion span deficits, which likely reduce labor force par-
ticipation. The results of Needleman et al. (1990) re-
lating lead to failure to graduate high school can be
used to estimate changes in earnings due to labor force
participation. Using the odds ratio from Needleman
et al., it was estimated that a one IQ point deficit would
also result in a 4.5 percent increase in the risk of fail-
ing to graduate. Krupnick and Cropper (1989) pro-
vide estimates of labor force participation between
high school graduates and non-graduates, controlling
for age, marital status, children, race, region, and other
socioeconomic status factors. Based on their data,
average participation in the labor force is reduced by
10.6 percent for persons failing to graduate from high
school. Because labor force participation is only one
component of lifetime earnings (i.e., earnings = wage
rate X years of work), this indirect effect of schooling
is additive to the effect on wage rates. Combining this
estimate with the Needleman result of 4.5 percent in-
crease in the risk of failing to graduate high school
per IQ point, indicates that the mean impact of one IQ
point loss is a (10.6 percent x 4.5 percent) = 0.477
percent decrease in expected earnings from reduced
labor force participation.

Combining the direct effect of 0.5 percent with
the two indirect effects (1.0 percent for less schooling
and 0.477 percent for reduced labor force participa-
tion) yields a total of 1.97 percent decrease in earn-
ings for every loss of one IQ point.

Newer Estimate of the Effect of IQ on Earnings:
Salkever (1995)

One of the most recent studies of the effects of IQ
on earnings is Salkever (1995). Such an analysis with
more recent data is valuable because the labor market
has undergone many changes over the quarter cen-
tury in which earlier studies have appeared. Like the
analysis of the effect of IQ on earnings presented
above, Salkever (1995) estimates this as the sum of
direct and indirect effects. The direct effect is the sum
of effects of IQ test scores on employment and earn-

8 U.S. EPA, 1984.

9 Griliches used a structural equations model to estimate the impact of multiple variables on an outcome of interest. This method
has conceptual advantages over other empirical estimates used in the literature because it successfully controls for the many con-
founding variables that can affect earnings.
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ings for employed persons, holding years of school-
ing constant. The indirect effect works through the
effect of IQ test scores on years of schooling attained,
and the subsequent effect of years of schooling on the
probability of employment, and on earnings for em-
ployed persons.

Salkever (1995) provides updated estimates all of
the necessary parameters using the most recent avail-
able data set, the National Longitudinal Survey of
Youth (NLSY). Three regression equations provide
these parameters. The years of schooling regression
shows the association between IQ scores and highest
grade achieved, holding background variables con-
stant. The employment regression shows the associa-
tion between IQ test scores, highest grade, and back-
ground variables on the probability of receiving earned
income. This regression thus provides an estimate of
the effect of IQ score on employment, holding school-
ing constant, and the effect of years of schooling on
employment, holding IQ constant. The earnings re-
gression shows the association between IQ test scores,
highest grade, and background variables on earnings,
for those with earned income.

These regressions provide parameters needed to
estimate the total effect of a loss of an IQ point on
earnings. The direct effects of IQ on employment and
earnings for employed persons, holding schooling
constant, come from the employment and earnings
regressions. The indirect effect of IQ on employment
through schooling is the product of the effect of IQ on
years of schooling, from the years of schooling re-
gression, and the effect of highest grade on employ-
ment, from the employment regression. The indirect
effects of IQ on earnings for employed persons through
schooling is the product of the effect of IQ on years
of schooling, from the years of schooling regression,
and the effect of highest grade on earnings for em-
ployed persons, from the earnings regression.

The total estimated effect of a loss of an IQ point
on earnings is larger than the previous estimate of 1.97
percent. Based on the Salkever study, the most recent
estimate of the effect of an IQ point loss is now a
reduction in earnings of 1.93 percent for men and 3.22
percent for women, which is a participation-weighted
average of 2.39 percent.

Value of Foregone Earnings

In the next step to monetize intelligence effects,
the percent earnings loss estimate must be combined
with an estimate of the present value of expected life-

time earnings. Data on earnings for employed per-
sons and employment rates as a function of educa-
tional attainment, age, and gender were reported for
the U.S. population in 1992 by the Bureau of the Cen-
sus.10 Assuming this distribution of earnings for em-
ployed persons and labor force participation rates re-
mains constant over time, and further assuming a trend
rate of real wage growth (productivity effect), an an-
nual discount factor, and year-to-year survival prob-
abilities, the current Census data on earnings can be
used to calculate the mean present value of lifetime
earnings of a person born today. This analysis assumed
a person received earned income from age 18 to age
64, and assumed a real wage growth rate of one per-
cent and an annual discount rate of five percent. Men
tend to earn more than women because of higher wage
rates and higher labor force participation. However,
for both men and women, expected lifetime earnings
increase greatly with education.

While the Census data are most likely the best
available basis for projecting lifetime earnings, a num-
ber of uncertainties deserve mention. Labor force par-
ticipation rates of women, the elderly, and other groups
will most likely continue to change over the next de-
cades. Real earnings of women will probably continue
to rise relative to real earnings of men. Unpredictable
fluctuations in the economy’s growth rate will prob-
ably affect labor force participation rates and real wage
growth of all groups. Medical advances will probably
raise survival probabilities.

One problem that was addressed was the fact that
the current educational distribution for older persons
today is an especially poor predictor of educational
attainment for those born today, since educational at-
tainment has risen over time. In fact, if one simply
projected educational attainment for a person born
today using this method, this person would lose years
of schooling with age (starting between ages 40 and
50), since average years of schooling declines with
age in a one-time snapshot of the current population.
To address this issue, the analysis assumes education
levels cannot fall as a person ages.

Note that use of earnings is an incomplete mea-
sure of an individual’s value to society. Those indi-
viduals who choose not to participate in the labor force
for all of their working years must be accounted for,
since the lost value of their productive services may
not be accurately measured by wage rates. The larg-
est group are those who remain at home doing house-
work and child rearing. Also, volunteer work contrib-

10 U.S. Department of Commerce, 1993
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utes significantly to social welfare and rates of
volunteerism tend to increase with educational attain-
ment and income.11 If the opportunity cost of non-
wage compensated work is assumed to be the average
wage earned by persons of the same sex, age, and edu-
cation, the average lifetime earnings estimates would
be significantly higher and could be approximated by
recalculating the tables using full employment rates
for all age/sex/education groups. To be conservative,
only the value of lost wages is considered in this analy-
sis.

The adjusted value of expected lifetime earnings
obtained above is a present value for an individual
entering the labor force at age 18 and working until
age 64. Given a five percent discount rate, the other
assumptions mentioned, and current survival prob-
abilities,12 the present value of lifetime earnings of a
person born today would be $170,169.

Costs of Additional Education

The increase in lifetime earnings from additional
education is the gross return to education. The gross
return to education, however, does not reflect the cost
of the additional education. The cost of the marginal
education must be subtracted from the gross return in
order to obtain the net increase per IQ point from ad-
ditional education. There are two components of the
cost of marginal education; the direct cost of the edu-
cation, and the opportunity cost of lost income during
the education. An estimate of the educational cost
component is obtained from the U.S. Department of
Education.13 The marginal cost of education used in
this analysis is assumed to be $5,500 per year. This
figure is derived from the Department of Education’s
reported ($5,532) average per-student annual expen-
diture (current plus capital expenditures) in public
primary and secondary schools in 1989-’90. For com-
parison, the reported annual cost of college education
(tuition, room and board) in 4 year public institutions
is $4,975, and $12,284 for private institutions.

The estimated cost of an additional 0.131 years
of education per IQ point (from the older estimate of
IQ effects) is $721 (i.e., 0.131 x $5,500). Because this

marginal cost occurs at the end of formal education,
it must be discounted to the time the exposure and
damage is modeled to occur (age zero). The average
level of educational attainment in the population over
age 25 is 12.9 years.14 Therefore, the marginal educa-
tional cost is assumed to occur at age 19, resulting in
a discounted present value cost of $285.

The other component of the marginal cost of edu-
cation is the opportunity cost of lost income while in
school. Income loss is frequently cited as a major fac-
tor in the decision to terminate education, and must
be subtracted from the gross returns to education. An
estimate of the loss of income is derived assuming
that people in school are employed part time, but
people out of school are employed full time. The op-
portunity cost of lost income is the difference between
full-time and part-time earnings. The median annual
income of people ages 18-24 employed full-time is
$16,501, and $5,576 for part-time employment.15 The
lost income associated with being in school an addi-
tional 0.131 years is $1,431, which has a present dis-
counted value at age zero of $566.

Salkever found a smaller effect of IQ on educa-
tional attainment (0.1007 years per IQ point, versus
0.131 years), which results in smaller estimated costs.
Using the same method and data described above, the
estimated present value of educational cost per IQ
point is $219, and the income opportunity cost is $435.

Final Estimate of the Effect of IQ on Earnings.

Combining the value of lifetime earnings with the
two estimates of percent wage loss per IQ point yields
a low estimate of $170,169 x 1.97 percent = $3,000
per lost IQ point, and a higher estimate of $4,064 based
on Salkever (1995). Subtracting the education and
opportunity costs reduces these values to $2,505 and
$3,410 per IQ point, respectively. This analysis uses
the midpoint of these two estimates, which is $2,957.
Of course, changing the discount rate would change
this estimate. With an assumed discount rate of seven
percent, the final estimate is only $1,311. With an
assumed discount rate of three percent, the final esti-
mate rises to $6,879.

11 U.S. Department of Commerce, 1986. Table No. 651, p. 383.

12 Special education costs for children who do not survive to age 18 are not counted, which results in some underestimation of
benefits. However, most child mortality occurs before the age of 7, when the special education begins, so this under-counting is not
substantive.

13 “Digest of Education Statistics”. U.S. Dept. of Education, 1993.

14 “Digest of Education Statistics”. U.S. Dept. of Education, 1993.

15 “Money Income of Households, Families, and Persons in the United States: 1992”. U.S. Department of Commerce, 1993.
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Children with IQs Less Than 70

Quantifying the Number of Children with IQs
Less than 70

In addition to the total IQ point decrements that
can be predicted to occur in a population of children
having a specified blood lead distribution, increases
are also expected to occur in the incidence of children
having very low IQ scores as the mean blood lead
level for that population increases. IQ scores are
normalized to have a mean of 100 and a standard de-
viation of fifteen. An IQ score of 70, which is two
standard deviations below the mean, is generally re-
garded as the point below which children require spe-
cial compensatory education tailored to the mentally
handicapped.

The relationship presented here for estimating
changes in the incidence of IQ < 70 was developed to
make use of the most current IQ point decrement func-
tion provided by Schwartz (1993). It is assumed that
for a baseline set of conditions where a population of
children has a blood lead distribution defined by some
geometric mean and geometric standard deviation, that
population also has a normalized IQ point distribu-
tion with a mean of 100 and a standard deviation of
15. For this baseline condition, the proportion of the
population expected to have IQ < 70 is determined
from the standard normal distribution function:

where:

P(IQ <70) = Probability of IQ scores less than
70

z = standard normal variate; com-
puted for an IQ score of 70, with
mean IQ score of 100 and stan-
dard deviation of 15 as:

Φ(z) = Standard normal distribution
function:

The integral in the standard normal distribution
function does not have a closed form solution. There-
fore, values for Φ(z) are usually obtained readily from
software with basic statistical functions or from tables
typically provided in statistics texts. The solution for
Φ(z) where z = -2 is 0.02275. That is, for the normal-
ized IQ score distribution with mean of 100 and stan-
dard deviation of 15, it is expected that approximately
2.3 percent of children will have IQ scores below 70.

To estimate changes in the proportion of children
with IQ scores below 70 associated with changes in
mean blood lead levels for a population of children,
the following two key assumptions are made:

1. The mean IQ score will change as a result of
changes in the mean blood lead level as:

where

are the changes in the mean IQ score and in
the mean blood lead levels, respectively, be-
tween the no-control and control scenarios.
This relationship relies on Schwartz’ estimate
(1993) of a decrease of 0.25 IQ points for each
µg/dL increase in blood lead. Note that the
mean blood lead level referred to here is the
arithmetic mean (or expected value) for the
distribution obtained as described previously
from the GM and GSD.

2. The standard deviation for the IQ distribution
remains at 15.

Using these assumptions, the change in the pro-
portion of children having IQ <70 can then be deter-
mined for a given change in mean blood lead from:

where,

For a given change in PbB between the control
and no-control scenarios a response in terms of IQ is
calculated. The procedure above yields an estimate
of the percent of the population with IQs less than 70.
This percentile is multiplied by the exposed popula-
tion of children to estimate the increased incidence of

                       P(IQ<70) = Φ(z) (6)

                        z = –––––––– = –2 (7)70 – 100
15

                           –––    e        du (8)

– —
2
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∆IQ = -0.25 × ∆PbB
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) - Φ(z
control

) = Φ(z
No-control

) - 0.02275   (9)

              z
No-control

 = ––––––––––––––––––––– (10)70 – (100 + 0.25 × ∆PbB)
15
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children with low IQs. As in the IQ point loss equa-
tion, the results of this function are applied to chil-
dren age 0-6 and divided by seven to avoid double
counting. (See discussion under equation 5).

This procedure quantifies only the change in the
number of children who pass below the IQ=70 thresh-
old. Any other changes in children’s IQ are quanti-
fied using the IQ point loss function described previ-
ously. Treating these two endpoints additively does
not result in double counting, because the value asso-
ciated with the IQ point loss function is the change in
worker productivity while the value associated with
IQs less than 70 is the increased educational costs for
the individual, as discussed below.

Valuing the Reduction in Number of Children
with IQs less than 70

To value the reduction in the number of children
with IQs less than 70, the reduction in education costs
were measured - a clear underestimate of the total
benefits.16  Kakalik et al. (1981), using data from a
study prepared for the Department of Education’s
Office of Special Education Programs, estimated that
part-time special education costs for children who re-
mained in regular classrooms cost $3,064 extra per
child per year in 1978. Adjusting for inflation and real
income growth using the GNP price deflator yields
an estimate of $6,318 per child in 1990 dollars. For
the calculations, this incremental estimate of the cost
of part-time special education was used to estimate
the cost per year per child needing special education
as a result of impacts of lead on mental development.
Costs would be incurred from grades one through
twelve. Discounting future expenses at a rate of three
percent yields an expected present value cost of ap-
proximately $52,700 per infant (assuming compen-
satory education begins at age 7 and continues through
age 18). Note that this underestimates the cost, since
Kakalik et al. measured the increased cost to educate
children attending regular school — not a special edu-
cation program.

Changes in Neonatal Mortality

Quantifying the relationship between PbB
levels and neonatal mortality

U.S. EPA (1990c) cites a number of studies link-
ing fetal exposure to lead (via in utero exposure from
maternal intake of lead) to several adverse health ef-
fects. These effects include decreased gestational age,
reduced birth weight, late fetal death, and increases
in infant mortality.17 The Centers for Disease Control
(CDC, 1991a) presents a method to estimate changes
in infant mortality due to changes in maternal blood
lead levels during pregnancy.18 The analysis links two
relationships. The first relationship, between mater-
nal blood lead level and gestational age of the new-
born, was estimated by Dietrich et al. (1987). CDC
then estimated infant mortality as a function of gesta-
tional age, using data from the Linked Birth and In-
fant Death Record Project from the National Center
for Health Statistics. The resulting association is a de-
creased risk of infant mortality of 10-4 (or 0.0001) for
each 1 µg/dL decrease in maternal blood lead level
during pregnancy. This is the relationship used in the
current analysis.

Valuing changes in neonatal mortality

The central estimate of the monetary benefit as-
sociated with reducing risks of neonatal mortality is
$4.8 million per avoided mortality. This analysis at-
tempts to capture the credible range of uncertainty
associated with this estimate by describing the mon-
etary benefit as a distribution of values: a Weibull
distribution with a mean value of $4.8 million and a
standard deviation of $3.24 million. Appendix I docu-
ments the derivation of this distribution and the sources
of uncertainty in valuing reduced mortality risks.

Health Benefits to Men

In addition to adversely affecting children’s
health, lead exposure has also been shown to adversely
affect adults. The health effects in adults that are quan-
tified and included in the benefits analysis are all re-

16 The largest part of this benefit is the parents’ willingness to pay to avoid having their child become mentally handicapped,
above and beyond the increased educational costs.

17 Due to unavailability of suitable data, non-fatal health impacts due to decreased gestational age or reduced birth weight have
not been included in this analysis. For example, the benefits from avoided developmental disabilities such as sensory and motor
dysfunction associated with decreased gestational age have not been included.

18 The estimated change in infant mortality due to change in birth weight was not modeled because the data relating prenatal lead
exposure to birth weight are not as strong as data relating lead exposure and gestational age.
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lated to the effects of lead on blood pressure.19 The
estimated relationships between these health effects
and lead exposure differ between men and women.
The quantified health effects include increased inci-
dence of hypertension (estimated for males only), ini-
tial coronary heart disease (CHD), strokes (initial cere-
brovascular accidents and atherothrombotic brain
infarctions), and premature mortality. Other health
effects associated with elevated blood pressure, and
other adult health effects of lead including
neurobehavioral effects, are not included in this analy-
sis. This section describes the quantified health ef-
fects for men; the next section describes the health
effects for women.

Hypertension

Quantifying the relationship between PbB
levels and hypertension

Elevated blood lead has been linked to elevated
blood pressure (BP) in adult males, especially men
aged 40-59 years.20 Further studies have demonstrated
a dose-response relationship for hypertension (defined
as diastolic blood pressure above 90 mm Hg for this
model) in males aged 20-74 years.21 This relation-
ship is:

where:
∆Pr(HYP) = the change in the probability of

hypertension;
PbB

1
= blood lead level in the control

scenario; and
PbB

2
= blood lead level in the no-control

scenario.

Valuing reductions in hypertension

The best measure of the social costs of hyperten-
sion, society’s willingness to pay to avoid the condi-
tion, cannot be quantified without basic research well
beyond the scope of this project. Ideally, the measure
would include all the medical costs associated with
treating hypertension, the individual’s willingness to

pay to avoid the worry that hypertension could lead
to a stroke or CHD, and the individual’s willingness
to pay to avoid changes in behavior that may be re-
quired to reduce the probability that hypertension leads
to a stroke or CHD. Medical costs of hypertension
can be divided into four categories: physician charges,
medication costs, hospitalization costs and lost work
time.

This analysis uses recent research results to quan-
tify two components of this benefit category. Krupnick
and Cropper (1989), using data from the National
Medical Care Expenditure Survey, have estimated the
medical costs of hypertension. These costs include
physician care, drugs and hospitalization costs. In
addition, hypertensives have more bed disability days
and work loss days than others of their age and sex.
Krupnick and Cropper estimated the increase in work
loss days at 0.8 per year, and these were valued at the
mean daily wage rate. Adjusting the above costs to
1990 dollars gives an estimate of the annual cost of
each case of hypertension of $681. The estimate is
likely to be an underestimate of the true social benefit
of avoiding a case of hypertension for several rea-
sons. First, a measure of the value of pain, suffering
and stress associated with hypertension is not included.
Second, the direct costs (out-of-pocket expenses) of
diet and behavior modification (e.g., salt-free diets,
etc.) are not valued. These costs are likely to be sig-
nificant, since modifications are typically severe.
Third, the loss of satisfaction associated with the diet
and behavior modifications are ignored. Finally, the
medication for hypertension may produce side effects
including drowsiness, nausea, vomiting, anemia, im-
potence, cancer, and depression. The benefits of avoid-
ing these side effects are not included in this estimate.

Quantifying the relationship between blood lead
and blood pressure

Because blood lead has been identified as a risk
factor in a number of cardiovascular illnesses,22 it is
useful to quantify the effect of changes in blood lead
levels on changes in blood pressure for reasons other
than predicting the probability of hypertension. Based
on results of a meta-analysis of several studies,
Schwartz (1992a) estimated a relationship between a

19 Citing laboratory studies with rodents, U.S. EPA (1990c) also presents evidence of the genotoxicity and/or carcinogenicity of
lead compounds. While such animal toxicological evidence suggests that human cancer effects are possible, dose-response relation-
ships are not currently available.

20 Pirkle et al., 1985.

21 Schwartz, 1988.

22 Shurtleff, 1974; McGee and Gordon, 1976; Pooling Project Research Group, 1978.

∆Pr(HYP)= –––––––––––––– - –––––––––––––– (11)1
1 + e2.744 - .793*(1n PbB1) 1 + e2.744 - .793*(1n PbB2)

1
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change in blood pressure associated with a decrease
in blood lead from 10 µg/dL to 5 µg/dL.23 The coeffi-
cient reported by Schwartz leads to the following func-
tion relating blood pressure to blood lead for men:

where:
∆DBP

men
= the change in men’s diastolic blood

pressure expected from a change in
PbB;

PbB
1

= blood lead level in the control sce-
nario (in µg/dL); and

PbB
2

= blood lead level in the no-control
scenario (in µg/dL).

This blood lead to blood pressure relationship is
used to estimate the incidence of initial coronary heart
disease, strokes (atherothrombotic brain infarctions
and initial cerebrovascular accidents) and premature
mortality in men.

Changes In Coronary Heart Disease

Quantifying the relationship between blood
pressure and coronary heart disease

Estimated blood pressure changes can be used to
predict the increased probability of the initial occur-
rence of CHD and stroke.24 Increased blood pressure
would also increase the probability of reoccurrence
of CHD and stroke, but these quantified relationships
are not available. First-time coronary heart disease
events in men can be predicted using an equation with
different coefficients for each of three age groups. For
men between 40 and 59 years old, information from a
1978 study by the Pooling Project Research Group
(PPRG) is used. PPRG (1978) presents a multivariate
model (controlling for smoking and serum cholesterol)
that relates the probability of coronary heart disease
(CHD) to blood pressure. The model used data from
five different epidemiological studies. From this study,
the equation for the change in 10-year probability of
occurrence of CHD is:

where:
∆Pr(CHD

40-59
) = change in 10-year probabil-

ity of occurrence of CHD event
for men between 40-59 years old,

DBP
1

= mean diastolic blood pressure in
the control scenario; and

DBP
2

= mean diastolic blood pressure in
the no-control scenario.

The relationship between BP and first-time CHD
in older men was determined from information pre-
sented in Shurtleff (1974). This study also uses data
from the Framingham Study (McGee and Gordon,
1976) to estimate univariate relationships between BP
and a variety of health effects by sex and for each of
the following age ranges: 45-54, 55-64, and 65-74
years. Single composite analyses for ages 45-74 were
also performed for each sex. For every equation, t-
statistics on the variable blood pressure are signifi-
cant at the 99th percent confidence interval. For men
aged 60 to 64 years old, first-time CHD can be pre-
dicted from the following equation:

where:
∆Pr(CHD

60-64
) = change in 2 year probability

of occurrence of CHD event for
men from 60 to 64 years old;

DBP
1

= mean diastolic blood pressure in
the control scenario; and

DBP
2

= mean diastolic blood pressure in
the no-control scenario.

For men aged 65 to 74 years old, the following
equation uses data from Shurtleff (1974) to predict
the probability of first-time CHD:

where:
∆Pr(CHD

65-74
) = change in 2 year probability

of occurrence of CHD event for
men from 65 to 74 years old;

DBP
1

= mean diastolic blood pressure in
the control scenario; and

DBP
2

= mean diastolic blood pressure in
the no-control scenario.

          ∆DBPmen = 1.4 × 1n  ––––––– (12)
PbB1

PbB2









23 Schwartz, 1992a.

24 U.S. EPA, 1987.

∆Pr(CHD40-59)= –––––––––––––– - ––––––––––––––  (13)1
1 + e4.996 - 0.030365*DBP1)

1
1 + e4.996 - 0.030365*DBP2)

∆Pr(CHD60-64)= –––––––––––––– - ––––––––––––––  (14)1
1 + e5.19676 - 0.02351*DBP1)

1
1 + e5.19676 - 0.02351*DBP2)

∆Pr(CHD65-74)= –––––––––––––– - ––––––––––––––  (15)1
1 + e4.90723 - 0.02031*DBP1)

1
1 + e4.90723 - 0.02031*DBP2)
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The probability changes calculated using the func-
tions above are used to estimate the number of CHD
events avoided in a given year due to air quality im-
provements attributable to the Clean Air Act. The re-
sulting CHD incidence estimates include both fatal
and non-fatal events. However, because mortality
benefits are independently estimated in this analysis,
it is important to capture only the non-fatal CHD
events. Shurtleff (1974) reported that two-thirds of
all CHD events were non-fatal. This factor was there-
fore applied to the estimate of avoided CHD events
for each age category.

Valuing reductions in CHD events

General methodology

Because of the lack of information on WTP to
avoid an initial CHD event, WTP was estimated by
estimating the associated cost of illness (COI). This
will underestimate WTP, as explained in Appendix I.
Full COI consists of the present discounted value of
all costs associated with the event, including both di-
rect and indirect costs incurred during the hospital stay,
as well as the present discounted values of the streams
of medical expenditures (direct costs) and lost earn-
ings (indirect costs) incurred once the individual leaves
the hospital.

Wittels et al. (1990) estimate the total medical
costs within 5 years of diagnosis of each of several
types of CHD events (including acute myocardial in-
farction, angina pectoris, unstable angina pectoris,
sudden death and nonsudden death) examined in the
Framingham Study. Costs were estimated by multi-
plying the probability of a medical test or treatment
within five years of the initial CHD event (and asso-
ciated with that event) by the estimated price of the
test or treatment. All prices were in 1986 dollars. (It
does not appear that any discounting was used.) The
probabilities of tests or treatments were based on
events examined in the Framingham Study. The au-
thors estimate a total expected cost over a five year
period (in 1986 dollars) of $51,211 for acute myocar-
dial infarction, $24,980 for angina pectoris, and
$40,581 for unstable angina pectoris. Converted to
1990 dollars (using the consumer price index for medi-
cal care, U.S. Bureau of the Census, 1992), this is
$68,337 for acute myocardial infarction, $33,334 for
angina pectoris, and $54,152 for unstable angina pec-
toris. (The figures for sudden death and nonsudden
death are not included because the CHD events in this

analysis exclude those that resulted in death, to avoid
double counting.)

Cropper and Krupnick (1990) suggest, in an un-
published study, that CHD-related lost earnings could
be a significant component of total COI, although the
value of earnings lost may vary substantially with the
age of onset of CHD. They estimate, for example, that
an individual whose first heart attack occurs between
ages 55 and 65 will have an expected annual earnings
loss of $12,388 (in 1990 dollars), and a present dis-
counted value of lost earnings over a five-year period
of about $53,600, using a five percent discount rate.
This is almost as much as the total medical costs over
5 years estimated by Wittels et al. (1990) for unstable
angina pectoris, and substantially more than the cor-
responding estimate of medical costs for angina pec-
toris. For an individual whose first heart attack oc-
curs between ages 45 and 54, on the other hand, Crop-
per and Krupnick estimate annual average lost earn-
ings of $2,143 (in 1990 dollars), and a present dis-
counted value of lost earnings over a five-year period
of about $9,300, again using a five percent discount
rate. Cropper and Krupnick do not estimate medical
costs for exactly the same disease categories as Wittels
et al., but their research suggests that whether the five-
year COI of a CHD event, including both medical costs
and lost earnings, is lower or higher than the average
of the three estimates reported by Wittels et al. de-
pends on an individual’s age at the onset of CHD.
Combining Cropper and Krupnick’s five-year lost
earnings estimates with their estimates for average
annual medical expenditures for ischemic heart dis-
ease summed over five years, for example, yields a
total COI of about $47,000 for a 50 year old and
$72,000 for a 60 year old, compared to the $52,000
average of the three estimates reported by Wittels et
al.

In addition to the variability in estimates of medi-
cal costs and lost earnings arising from CHD, there is
uncertainty regarding the proportion of pollution-re-
lated CHD events associated with the various classes
of CHD. To characterize this uncertainty it was as-
sumed, in the absence of further information, that all
pollution-related CHD events are either acute myo-
cardial infarctions, angina pectoris, or unstable an-
gina pectoris. A distribution of estimates of COI for
pollution-related CHD was generated by Monte Carlo
methods. On each iteration, a value was randomly
selected from each of three continuous uniform dis-
tributions. Each value selected was normalized by
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dividing by the sum of the three values, so that the
three normalized values summed to 1.0. The result-
ing triplet of proportions represents a possible set of
proportions of pollution-related CHD events that are
acute myocardial infarction, angina pectoris, and un-
stable angina pectoris. The corresponding dollar value
for the iteration is a weighted average of the estimated
dollar values for the three types of CHD event (from
Wittels et al.), where the weights are the three ran-
domly selected proportions. The central tendency es-
timate of the COI associated with a case of pollution-
related CHD is the mean of this distribution, about
$52,000.

This estimate is likely to understate full COI be-
cause it does not include lost earnings. It is likely to
underestimate total WTP to an even greater extent
because it does not include WTP to avoid the pain
and suffering associated with the CHD event. It is,
however, substantially greater than an estimate based
only on the direct and indirect costs incurred during
the hospital stay.

The valuation for CHD is additive with the valu-
ation for hypertension despite the fact that the condi-
tions often occur together, because the two values rep-
resent different costs associated with the conditions.
The valuation for hypertension is based on loss of work
days as a result of hypertension and some of the medi-
cal costs associated with treating hypertension. The
valuation for CHD is based on the willingness to pay
to avoid the pain and suffering of the CHD itself.
Therefore, these two valuations can be separated and
added together.

Changes in Initial Cerebrovascular Accidents and
Initial Atherothrombotic Brain Infarctions

Quantifying the relationship between blood
pressure and first-time stroke

Two types of health events are categorized as
strokes: initial cerebrovascular accidents (CA) and
initial atherothrombotic brain infarctions (BI). The risk
has been quantified for the male population between
45 and 74 years old.25 For initial cerebrovascular ac-
cidents, the logistic equation is:

where:
∆Pr(CA

men
) = change in 2 year probability of

cerebrovascular accident in men;
DBP

1
= mean diastolic blood pressure in

the control scenario; and
DBP

2
= mean diastolic blood pressure in

the no-control scenario.

For initial atherothrombotic brain infarctions, the
logistic equation is:

where:
∆Pr(BI

men
) = change in 2 year probability of

brain infarction in men;
DBP

1
= mean diastolic blood pressure in

the control scenario; and
DBP

2
= mean diastolic blood pressure in

the no-control scenario.

Similar to CHD events, this analysis estimates
only non-fatal strokes (to avoid double-counting with
premature mortality). Shurtleff (1974) reported that
70 percent of strokes were non-fatal. This factor was
applied to the estimates of both CA and BI.

Valuing reductions in strokes

Taylor et al. (1996) estimate the lifetime cost of
stroke, including the present discounted value (in 1990
dollars) of the stream of medical expenditures and the
present discounted value of the stream of lost earn-
ings, using a five percent discount rate. Estimates are
given for each of three separate categories of stroke,
separately for males and females at ages 25, 45, 65,
and 85. For all three types of stroke, the indirect costs
(lost earnings) substantially exceed the direct costs at
the two younger ages, and are about the same as or
smaller than direct costs at the older ages.

Both types of stroke considered in this analysis
fall within the third category, ischemic stroke, con-
sidered by Taylor et al. To derive a dollar value of
avoiding an initial ischemic stroke for males, a dollar
value for avoiding ischemic stroke among males age
55 was interpolated from the values for males ages 45
and 65; similarly, a dollar value for avoiding ischemic
stroke among males age 75 was interpolated from the
values for males ages 65 and 85. Of males in the United

25 Shurtleff, 1974.

∆Pr(CA
men

)= –––––––––––––– - ––––––––––––––  (16)1
1 + e8.58889 - 0.04066*DBP1)

1
1 + e8.58889 - 0.04066*DBP2)

∆Pr(BImen)= –––––––––––––– - ––––––––––––––  (17)1
1 + e9.9516 - 0.04840*DBP1)

1
1 + e9.9516 - 0.04840*DBP2)
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States between the ages of 45 and 74 (the age group
for which lead-related stroke is predicted), 41.2 per-
cent are ages 45-54 and the remaining 58.8 percent
are ages 55-74. The value of an avoided stroke among
males was calculated as the weighted average of the
values for males in age group 45-54 and males in age
group 55-74 , where the weights are the above per-
cents. The value for age group 45-54 is the average of
the values for ages 45 and 55; the value for age group
55-74 is the average of the values for ages 55, 65 and
75. The resulting average value of an avoided stroke
among males aged 45-74 is about $200,000.

Changes in Premature Mortality

Quantifying the relationship between blood
pressure and premature mortality

Information also exists to predict the increased
probability of premature death from all causes as a
function of elevated blood pressure. U.S. EPA (1987)
used population mean values for serum cholesterol
and smoking to reduce results from a 12 year follow-
up of men aged 40-54 in the Framingham Study
(McGee and Gordon, 1976) to an equation in one ex-
planatory variable:

where:
∆Pr(MORT

40-54
) = the change in 12 year prob-
ability of death for men aged 40-
54;

DBP
1

= mean diastolic blood pressure in
the control scenario; and

DBP
2

= mean diastolic blood pressure in
the no-control scenario.

Information from Shurtleff (1974) can be used to
estimate the probability of premature death in men
older than 54 years old. This study has a 2 year follow
up period, so a 2 year probability is estimated. For
men aged 55 to 64 years old, mortality can be pre-
dicted by the following equation:

where:
∆Pr(MORT

55-64
)= the change in 2 year prob-
ability of death in men aged 55-
64;

DBP
1

= mean diastolic blood pressure in
the control scenario; and

DBP
2

= mean diastolic blood pressure in
the no-control scenario.

For men aged 65 to 74 years old, premature mor-
tality can be predicted by the following equation:

where:
∆Pr(MORT

65-74
) = the change in 2 year prob-
ability of death in men aged 55-
64;

DBP
1

= mean diastolic blood pressure in
the control scenario; and

DBP
2

= mean diastolic blood pressure in
the no-control scenario.

Valuing reductions in premature mortality

As discussed above, premature mortality is val-
ued at $4.8 million per case (discussed further in Ap-
pendix I). Because this valuation is based on the will-
ingness to pay to the risk of death, and the CHD valu-
ation is based on the willingness to pay to avoid the
pain and suffering of a CHD event (defined as a CHD
event that does not end in death, to avoid double count-
ing), these two endpoints are additive as well.

Health Benefits to Women

Available evidence suggests the possibility of
health benefits from reducing women’s exposure to
lead. Recent expanded analysis of data from the sec-
ond National Health and Nutrition Examination Sur-
vey26 (NHANES II) by Schwartz (1990) indicates a
significant association between blood pressure and
blood lead in women. Another study, by Rabinowitz
et al. (1987), found a small but demonstrable associa-
tion between maternal blood lead and pregnancy hy-
pertension and blood pressure at time of delivery.

∆Pr(MORT40-54)= –––––––––––––– - ––––––––––––––  (18)1
1 + e5.3158 - 0.03516*DBP1)

1
1 + e5.3158 - 0.03516*DBP2)

∆Pr(MORT55-64)= –––––––––––––– - ––––––––––––––  (19)1
1 + e4.89528 - 0.01866*DBP1)

1
1 + e4.89528 - 0.01866*DBP2)

∆Pr(MORT
65-74

)= –––––––––––––– - ––––––––––––––  (20)1
1 + e3.05723 - 0.00547*DBP1)

1
1 + e3.05723 - 0.00547*DBP2)

26 The Second National Health and Nutrition Examination Survey (NHANES II) was conducted by the U.S. Department of
Health and Human Services from 1976 to 1980 and provides researchers with a comprehensive set of nutritional, demographic and
health data for the U.S. population.
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The effect of lead exposure on the blood pressure
of women, relative to the effect on men, is examined
in a review of ten published studies.27 All of the re-
viewed studies included data for men, and some in-
cluded data for women. A concordance procedure was
used to combine data from each study to predict the
decrease in diastolic BP associated with a decrease
from 10 µg/dL to 5 µg/dL PbB. The results suggest
that the effect on blood pressure for women of this
decrease in blood lead is 60 percent of the effect of
the same change observed in men. Thus, for women,
Equation can be rewritten as:

where:
∆DBP

women
= the change in women’s diastolic

blood pressure expected from a
change in PbB;

PbB
1

= blood lead level in the control
scenario; and

PbB
2

= blood lead level in the no-control
scenario.

Although women are at risk of having lead-in-
duced hypertension, there is not a dose-response func-
tion for hypertension in women available at this time.
Omitting the hypertension benefits for women cre-
ates an underestimate of the total benefits, but the
impact on the total benefits estimation will likely be
small. Lead raises blood pressure in women less than
in men, so the probability of causing hypertension is
likely to be less than in men, and the total value of
hypertension in men is a small portion of the overall
estimated benefits.

Changes in Coronary Heart Disease

Quantifying the relationship between blood
pressure and coronary heart disease

Elevated blood pressure in women results in the
same effects as for men (the occurrence of CHD, two
types of stroke, and premature death). However, the
general relationships between BP and these health
effects are not identical to the dose-response functions
estimated for men. All relationships presented here
have been estimated for women aged 45 to 74 years
old using information from Shurtleff (1974). First-time
CHD in women can be estimated from the following
equation:

where:
∆Pr(CHD

women
) = change in 2 year probability

of occurrence of CHD event for
women aged 45-74;

DBP
1

= mean diastolic blood pressure in
the control scenario; and

DBP
2

= mean diastolic blood pressure in
the no-control scenario.

Again, non-fatal CHD events were estimated by
assuming that two-thirds of the estimated events were
not fatal (Shurtleff, 1974).

Valuing reductions in CHD events

Values of reducing CHD events for women are
assumed to be equal to those calculated for men
(above): $52,000 per CHD event.

Changes in Atherothrombotic Brain Infarctions
and Initial Cerebrovascular Accidents

Quantifying the relationship between blood
pressure and first-time stroke

For initial atherothrombotic brain infarctions in
women, the logistic equation is:

where:
∆Pr(BI

women
)= change in 2 year probability of

brain infarction in women aged
45-74;

DBP
1

= mean diastolic blood pressure in
the control scenario; and

DBP
2

= mean diastolic blood pressure in
the no-control scenario.

The relationship between BP and initial cere-
brovascular accidents can be predicted by the follow-
ing logistic equation:

  ∆DBPwomen = (0.6 × 1.4) × 1n  ––––––– (21)
PbB

1

PbB2









27 Schwartz, 1992b.

∆Pr(CHDwomen)= –––––––––––––– - ––––––––––––––  (22)1
1 + e6.9401 - 0.03072*DBP1)

1
1 + e6.9401 - 0.03072*DBP2)

∆Pr(BI
women

)= –––––––––––––– - ––––––––––––––  (23)1
1 + e10.6716 - 0.0544*DBP1)

1
1 + e10.6716 - 0.0544*DBP2)

∆Pr(CAwomen)= –––––––––––––– - ––––––––––––––  (24)1
1 + e9.07737 - 0.04287*DBP1)

1
1 + e9.07737 - 0.04287*DBP2)
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where:
∆Pr(CA

women
) = change in 2 year probability

of cerebrovascular accident in
women aged 45-74;

DBP
1

= mean diastolic blood pressure in
the control scenario; and

DBP
2

= mean diastolic blood pressure in
the no-control scenario.

The predicted incidences of avoided BI and CA
were multiplied by 70 percent to estimate only non-
fatal strokes (Shurtleff, 1974).

Valuing reductions in strokes

The value of avoiding an initial cerebrovascular
accident or an initial atherothrombotic brain infarc-
tion for women was calculated in the same way as for
men (see above). Of women in the United States be-
tween the ages of 45 and 74 (the age group for which
lead-related stroke was predicted), 38.2 percent are
ages 45-54 and the remaining 61.8 percent are ages
55-74. Using these percentages, and the gender- and
age-specific values in Taylor et al. (1996) the average
value among women ages 45-74 of avoiding either
type of stroke was estimated to be about $150,000.

Changes in Premature Mortality

Quantifying the relationship between blood
pressure and premature mortality

The risk of premature mortality in women can be
estimated by the following equation:

where:
∆Pr(MORT

women
) =  the change in 2 year prob-
ability of death for women aged
45-74;

DBP
1

= mean diastolic blood pressure in
the control scenario; and

DBP
2

= mean diastolic blood pressure in
the no-control scenario.

Valuing reductions in premature mortality

The value of reducing premature mortality for
women is assumed to be equal to that estimated for
all premature mortality, $4.8 million per incident (see
Appendix I).

Quantifying Uncertainty

Characterizing Uncertainty Surrounding the Dose-
Response Relationships

The dose-response functions described for each
health endpoint considered above generally quantify
the adverse health effects expected due to increased
exposure to lead. For children, these relationships are
described directly in terms of changes in blood lead.
For adults, effects are estimated in terms of changes
in blood pressure (which are related to changes in
blood lead levels). As with any estimate, uncertainty
is associated with the dose-response relationships.

Consistent with the approach outlined in Appen-
dix D for the non-lead criteria air pollutants, this analy-
sis attempts to capture the uncertainty associated with
these relationships. This is accomplished by estimat-
ing a distribution associated with each dose-response
coefficient using the information reported in the lit-
erature. This analysis assumes these distributions to
be normal. For each of the coefficients used to relate
adverse health effects to lead exposure, Table G-2
summarizes the means and standard deviations of the
normal distributions used in this analysis.

Characterizing Uncertainty Surrounding the
Valuation Estimates

The procedure for quantifying uncertainty asso-
ciated with the valuation estimates is similar to that
used to characterize the dose-response coefficient es-
timates. The valuation distributions for health effects
considered in the lead analysis are documented in
Appendix I.∆Pr(MORT

women
)= –––––––––––––– - ––––––––––––––  (25)1

1 + e5.40374 - 0.01511*DBP1)

1
1 + e5.40374 - 0.01511*DBP2)
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Industrial Processes and Boilers
and Electric Utilities

This section describes the methods and data
sources used to estimate changes in blood lead levels
due to changes in lead emissions from industrial pro-
cesses and boilers between 1970 and 1990 and from
electric utilities between 1975 and 1990. The estimates
of the changes in health effects resulting from changes
in lead emissions due to the CAA are also presented.

Methods Used to
Determine Changes in
Lead Emissions from
Industrial Processes
from 1970 to 1990

This analysis used several
sources to determine the
changes in facility-specific
emissions of lead from indus-
trial processes. To summarize,
the analysis extracted 1990 fa-
cility-specific lead emissions
data from the Toxics Release
Inventory (TRI), which pro-
vides recent emissions data for
over 20,000 U.S. manufactur-
ing facilities. This study then
adjusted these data by the rela-
tive changes in lead emissions
between 1970 and 1990; these
relative changes were derived
from several data sources de-
scribed below. This method
yielded facility-specific emis-
sions for five year intervals be-
tween 1970 and 1990 for both
the controlled and uncontrolled
scenarios. The five-year values
were interpolated to derive an-
nual changes for each year be-
tween 1970 and 1990. Specific
details on this approach are
given below.

TRI Data

The Toxics Release Inven-
tory (TRI) is mandated by the
Superfund Amendment Reau-
thorization Act (SARA) Title

III Section 313 and requires that U.S. manufacturing
facilities with more than 10 employees file annual re-
ports documenting multimedia environmental releases
and off-site transfers for over 300 chemicals. Facili-
ties report both stack and fugitive releases to air. Re-
ported releases are generally estimates rather than
precise quantifications. Emissions data can be pre-
sented as numerical point estimates, or, if releases are
below 1,000 pounds, as an estimated range of emis-
sions.

Parameters of Normal
distributions describing Dose-

Response Coefficients

Health Effect Mean Standard
Deviation

Blood Lead-Blood Pressure Coefficient
(Adults)

1.44 0.85

Adult Males

Mortality (ages 40-54) 0.03516 0.16596

Mortality (ages 55-64) 0.01866 0.00533

Mortality (ages 65-74) 0.00547 0.00667

Chronic Heart Disease (ages 40-59) 0.030365 0.003586

Chronic Heart Disease (ages 60-64) 0.02351 0.028

Chronic Heart Disease (ages 65-74) 0.02031 0.00901

Cerebrovascular Accidents 0.04066 0.00711

Atherothrombotic Brain Infarctions 0.0484 0.00938

Hypertension 0.793 not available

Adult Females

Mortality (ages 45-74) 0.01511 0.00419

Chronic Heart Disease 0.03072 0.00385

Cerebrovascular Accidents 0.04287 0.00637

Atherothrombotic Brain Infarctions 0.0544 0.00754

Children

Infant Mortality 0.0001 not available

Lost IQ Points 0.245 0.039

IQ<70 (cases) relies on Lost IQ Point distribution 

Parameters of Normal
distributions describing Dose-

Response Coefficients

Health Effect Mean Standard
Deviation

Table G-2.  Uncertainty Analysis:  Distributions Associated With Dose-
Response Coefficients Used to Estimate Lead Health Effects.
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From the TRI data base, this analysis extracted
data from the reporting year 1990 for all facilities re-
porting emissions of lead to air, as either stack or fu-
gitive emissions. Data were reported as annual emis-
sions (in pounds per year). Where emissions are re-
ported as a range, this analysis used the upper bound
of the range to represent the emissions.28 TRI facili-
ties also report their location by latitude and longi-
tude. In order to later match facilities emitting lead
with Census data on surrounding exposed populations,
this analysis uses the latitudes and longitudes of lead-
emitting facilities.

Derivation of Industrial Process Emissions
Differentials 1970-1990

The TRI database is the Agency’s single best
source of consistently reported release data; however,
the database does not include information for most of
the years modeled in this analysis. Furthermore, this
analysis required estimates of hypothetical emissions
in the absence of the CAA. Therefore, estimates were
created for the emissions of lead from industrial
sources under the CAA, and in the absence of the CAA,
for the years 1970, 1975, 1980, 1985, and 1990. The
percent changes, or differentials, reflected by these
estimates were then applied to the 1990 TRI data to
obtain facility-level release estimates for the years of
interest for the control and no-control scenarios.

The method for creating these differentials cap-
tured the two potential causes of the differences be-
tween emissions from industrial sources regulated by
the CAA and emissions from those same sources in
the absence of the CAA. The first cause of the differ-
ence in emissions is a change in overall industrial
output, resulting from the macroeconomic impact of
the CAA. The second element is a change in emis-
sions per unit of output, which results from the adop-
tion of cleaner processes and the application of emis-
sions control technology mandated by the CAA. The
methods used to project the effects of these two causes,
described below, were designed to be as consistent as
possible with other emissions projection methods for
other segments of the CAA retrospective analysis.

Data sources

Data for the differentials estimates were taken
from the following sources:

• the Jorgenson/Wilcoxen (J/W) model projec-
tions, conducted as part of the section 812
analysis. This data source addresses the first
cause of changes in emissions: the macroeco-
nomic changes that resulted from the imple-
mentation of the 1970 CAA. The J/W model
calculated the change in economic output for
each of thirty-five industrial sectors, roughly
analogous to two-digit standard industrial
classification (SIC) codes, that resulted from
the CAA’s implementation. The specific out-
put used from the J/W model in this analysis
was the percentage change in economic out-
put for the various industrial sectors, rather
than any absolute measure of economic ac-
tivity.

• the 1991 OAQPS Trends database. This data
base is an emissions projection system that
was used to produce the report, “The National
Air Pollutant Emission Estimates, 1940-
1990.” It contains information on economic
activity, national level emissions and emis-
sion controls, by industrial process, from 1970
through 1990. Three different elements were
extracted from the Trends database: the emis-
sions of lead per unit economic output for
various industrial processes for the years
1970-1990; annual economic output data for
these industrial processes; and the emission
calculation formula.

• the National Energy Accounts (NEA), com-
piled by the Bureau of Economic Analysis.
This database records the historical levels of
industrial energy consumption, disaggregated
by fuel type at the approximately three-digit
SIC code level.

The manner in which these data were combined
to derive lead emissions estimates is described be-
low.

Estimates of industrial process emissions in the
control scenario

Emissions data for industrial processes were esti-
mated for the years 1970, 1975, 1980, 1985, and 1990.
For each of these years, this analysis extracted an
emission factor and a control efficiency for each lead-

28 Ranges are infrequently reported and are either reported as 0-500 lbs. or 500-1000 lbs. The infrequency of the incidence of a
facility reporting a range and the relatively small quantities of lead released by those facilities means any overestimation of benefits
that results from using the upper limit of the range is extremely minor.
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emitting industrial process in the Trends database.
Emissions factors are expressed as amount of lead
emitted per unit of economic activity, and control ef-
ficiencies are reported as the percent that emissions
are reduced through the application of pollution con-
trol technology to the process. The year-specific emis-
sion factors and control efficiencies were multiplied
by the economic activity data for that year, for that
process, as reported in the Trends database, using the
following equation found in the Trends report:

This calculation yielded the estimated control sce-
nario emissions, by industrial process. Industrial pro-
cesses were then assigned to an NEA code. Finally,
all processes assigned to a given NEA code were
summed to give a total emissions estimate for that
NEA code.

Estimates of industrial process emissions in the
no-control scenario

The results from the J/W model were used to es-
timate process emissions in the no-control scenario.
As stated above, the J/W model provides percent
changes in economic outputs by industrial sector. To
use these values, lead-emitting industrial processes
(in the Trends database) were assigned to a J/W sec-
tor. The percent change for that sector from the J/W
model was then used to adjust the economic activity
data for that process from the Trends database. These
adjusted economic output figures were used together
with 1970 emission factors and control efficiencies to
derive the estimated lead emissions for each indus-
trial process in the no-control scenario. The 1970
emission factors and control efficiencies were used
for all years in the analysis (1970, 1975, 1980, 1985
and 1990) in the no-control scenario; this assumes that
emissions per unit economic output and control effi-
ciencies would have been constant over time in the
absence of the CAA. This is the same approach that
was used to project the changes in emissions from
industrial processes for other criteria pollutants in other
portions of the CAA retrospective analysis. The pro-
cess-level emissions were then aggregated to the NEA-
code level, as in the controlled scenario.

Matching TRI Data to Industrial Process
Emissions Differentials

The methods described in the preceding section
yielded emissions estimates from industrial processes
in the control and no-control scenarios, by NEA code.
We used these estimates to derive percent changes in
emissions between control and no-control scenarios,
by NEA code, for application to the TRI emissions
data. However, since TRI data are reported by SIC
code, we first mapped” NEA codes to the appropriate
SIC codes, and used the percent change for each NEA
code to represent the percent change for all SIC codes
covered by that NEA code.

It should be noted that the Trends data base cov-
ers only the most important sources of lead in air, not
all sources; as a result, not all SIC codes reporting
lead emissions in TRI correspond to an NEA code for
which emission differentials have been estimated.
However, we assume that the TRI emissions sources
that have a match are the most important sources of
lead air emissions. In fact, although only 48 out of
519 legitimate SIC codes reporting lead emissions in
TRI have matching differentials, these SIC codes ac-
count for over 69 percent of the lead emissions re-
ported in TRI. The remaining 31 percent of the emis-
sions are distributed relatively evenly among the re-
maining 471 SIC codes, each of which contributes a
small amount to total emissions.

For the 31 percent of the emissions without dif-
ferentials, this analysis has no information regarding
the change in the lead emissions over time or between
the control and no-control scenarios; therefore, we are
unable to predict benefits attributable to the CAA for
these emission sources. Although excluding these
sources may lead us to underestimate total benefits,
we believe these sources are unlikely to contribute
significantly to the difference between control and no-
control scenarios. The Trends data focus on the point
sources of lead emissions of greatest concern to the
Project Team and of greatest regulatory activity. If a
process within an SIC code does not appear in the
Trends, it is unlikely to have had specific CAA con-
trols instituted over the past 20 years. A lack of con-
trol efficiencies for smaller sources prevents them
from being included.

It should also be noted that the total industrial
process emissions of lead estimated in the 1990 Trends
report actually exceeds the reported lead emissions in

          Emissions = (Economic Activity) ×
              (Emission Factor) × (1 - Control Efficiency)   (26)
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TRI, despite the fact that TRI covers more SIC codes.
This is probably attributable in part to the fact that
TRI covers only a subset of the facilities contributing
to economic output in an SIC code. TRI reporting rules
only require facilities with greater than 10 employees
and who use certain amounts of lead in their processes
to submit information to TRI, while the Trends report
attempted to estimate emissions from all sources con-
tributing to the economic output for the industrial sec-
tor, regardless of size. However, the components of
the Trends data base used in this analysis (i.e., emis-
sions factors, economic output data) represent typical
conditions at average facilities; they do not allow for
the representation of the distribution of emissions
across particular facilities. In contrast, a major strength
of the TRI is its match of emissions data with geo-
graphical information. Because the distribution of
emissions geographically determines the size of ex-
posed populations, this analysis used the TRI data,
rather than Trends data, to characterize lead release
quantities, and used the Trends figures only to char-
acterize relative emissions and changes over time,
rather than to estimate total quantities.

Because the Trends data are intended only as an
estimate of emissions using typical conditions at av-
erage facilities, and do not capture the differences in
facility-level emissions, the data do not provide suffi-
cient information to make specific quantitative adjust-
ments to the TRI-based benefits estimates to account
for the overall higher emissions estimates in Trends.
However, since Trends does generally suggest that
there are many more sources than are accounted for
by TRI, it is possible that our benefits calculations
may be underestimated.

Some additional assumptions were necessary
when matching the TRI lead release data and the dif-
ferentials from the Trends data. Ideally, we would like
to know whether the facilities present at a given loca-
tion, as reported in the 1990 TRI, were present and
operating in earlier years; whether facilities operat-
ing in 1970 have ceased to operate; and whether new
facilities would have been constructed in the no-con-
trol situation. Unfortunately, data do not exist in an
accessible form at this level of detail for the years
1970 through 1990. Therefore, for the purposes of this
exercise, we have assumed that the locations and num-
bers of the 1990 sources are the same as they were in
1970.

Methods Used to Determine Changes in
Lead Emissions from Industrial Boilers
from 1970 to 1990

Several sources were used to determine the change
in lead emissions from industrial boilers. TRI
locational data, Trends database national fuel con-
sumption levels and emissions factors, and NEA and
SIC codes were used to derive the emissions for the
control and no-control scenarios.

TRI Data

The TRI does not appear generally to contain com-
bustion emissions data. In general, the emissions data
are from process sources. We reached this conclusion
based on two pieces of information:

(1) TRI reporting requirements: TRI has three
reporting requirements: (a) the facility must fall in
SIC codes 20-39; (b) the facility must employ more
than 10 persons; and (c) the facility must manufac-
ture or process more than 25,000 pounds of a TRI
chemical, or otherwise use more than 10,000 pounds
Firms must submit reports only for the chemical that
exceeds the thresholds given in item (c), but they must
report all releases of that chemical, including releases
from uses that would not qualify alone. If the TRI
chemical is part of a blended substance and the quan-
tity of the TRI chemical in the blend exceeds the
threshold, it must be reported. For industrial boilers,
if the amount of lead in the fuel were to exceed the
10,000 pounds threshold, then the firm would be re-
quired to report all emissions of lead from combus-
tion of fuel. There is an exemption, however, for in-
gredients present in small proportions. If the amount
of lead in the oil were less than 0.1 percent (1,000
ppm), then the firm would not be required to report
the emissions.

The conclusion from the above information is that
most firms burning used oil are probably not report-
ing lead combustion emissions to TRI because these
releases fall outside the TRI reporting requirements.
The concentration at which lead is typically found is
used oil (100 ppm) (NRDC, 1991) is much less than
the minimum concentration required for reporting
(1,000 ppm).

(2) Use data from the TRI data base: The hypoth-
esis that firms do not report lead combustion was con-
firmed by an analysis of the data submitted by the
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firms reporting lead use to TRI. On the TRI submis-
sion forms, firms must indicate how the chemical is
used. Our analysis of category codes submitted by
firms reporting lead emissions showed the following
four use category reports: as a formulation compo-
nent; as a reactant; as an article component; and re-
packaging only. None of these category codes sug-
gest that the source of the reported lead release is com-
bustion. Therefore, we may conclude that all of the
lead emissions reported in TRI are process emissions.

Based on these analyses, the Project Team could
not use the TRI release data to evaluate releases of
lead from industrial combustion. However, the TRI
geographical information was used to locate indus-
trial facilities by longitude and latitude in order to
combine combustion data with population informa-
tion. For combustion emissions, the calculations in-
cluded all TRI reporting facilities, not just those who
reported lead emissions. The assignment of combus-
tion emissions to these facilities is described below.

Derivation of Industrial Combustion Emissions
1970-1990

As with industrial process emissions, estimates
were created for the emissions of lead from industrial
combustion under the CAA, and in the absence of the
CAA, for the years 1970, 1975, 1980, 1985, and 1990.
These emissions estimates were used, in combination
with the TRI data base geographic information, to
obtain facility-level release estimates for the years of
interest for the control and no-control scenarios. The
method for deriving these emissions estimates in-
cluded both the macroeconomic impact of the CAA
and the change in emissions per unit of output that
resulted from specific pollution control mandates of
the CAA. The same data sources were used to derive
combustion differentials as were used to derive pro-
cess differentials. The particular data elements and
the methods by which these data were combined to
derive lead emissions estimates from industrial com-
bustion are described below.

Estimates of combustion emissions under the
control scenario

The Trends database contains a national aggre-
gate industrial fuel consumption estimate, by fuel type
(coal, natural gas, oil). For each fuel type, the fuel
consumption estimate was disaggregated by the share
of that fuel used by each NEA industrial category,
using the NEA data base. It should be noted that the

NEA includes data only for the years 1970 through
1985. For 1990, the 1985 figures were used to disag-
gregate the national-level consumption figure into
NEA industrial categories.

The Trends database also contains emissions fac-
tors for industrial fuel use, by fuel type, as well as
control efficiencies. The lead emissions from indus-
trial combustion for each NEA category was derived
by multiplying the fuel-specific combustion estimate
for each NEA category by the emission factor and
control efficiency for that fuel type. The result was
emissions of lead by NEA code and by fuel type.
Emissions from all fuel types were then summed by
NEA code. By using the NEA data to disaggregate
the industrial fuel consumption figures, the analysis
assumes that the industrial combustion emissions are
the same among all industries covered by a given NEA
code, an assumption which may bias the analysis.

Estimates of combustion emissions under the
no-control scenario

As in the control scenario, the national aggregate
industrial fuel consumption estimate, by fuel type
(coal, natural gas, oil), was disaggregated by the share
of that fuel used by each NEA industrial category.
The fuel use was then adjusted by one of two factors:
(1) seven of the NEA codes were specifically mod-
eled by the Industrial Combustion Emissions (ICE)
model — for these sectors, the ICE modeled percent
changes were used instead of J/W percent changes; or
(2) the remaining NEA codes were matched to J/W
sectors — the J/W percent changes were then applied
to those matched NEA codes. These fuel use estimates
were then combined with the 1970 emission factors
and control efficiencies for industrial combustion by
fuel type from the Trends database to obtain combus-
tion-related lead emissions from industrial boilers in
the no-control scenario, by NEA code.

The process-specific data in the Trends database,
and the energy use data in the NEA, are much more
disaggregated than the J/W sectoral projections. For
the purpose of the analysis, it was assumed that all of
the specific industrial processes in the Trends data-
base and industrial categories in the NEA data set as-
signed to a given J/W sector changed at the same rate
as the entire J/W sector. For example, if the economic
activity in the J/W Sector 20, “Primary Metals,”
changed by one percent between the control and no-
control scenarios, then the analysis assumed that eco-
nomic activity in each industrial process assigned to
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the Primary Metals sector also increased by one per-
cent. This approach assumes that the economic ac-
tivities of specific industries within a sector are equally
affected by the imposition of the CAA. This assump-
tion is consistent with the projection of the change in
emissions from industrial processes for the other cri-
teria air pollutants, which were calculated using a simi-
lar process.

Matching TRI Data to Industrial Combustion
Emissions Data

Because of the structure of the TRI reporting re-
quirements, it does not appear that TRI generally con-
tains releases from combustion sources. Although TRI
may incidentally contain lead combustion emissions,
TRI would contain data on such releases only if the
reporting facility also used more than 10,000 pounds
of lead per year for manufacturing or processing. As
a result, the combustion releases, estimated using the
methods described above, do not have corresponding
data in the TRI data base. Therefore, we devised a
different method for estimating benefits from changes
in combustion releases.

The first step in the method was to divide the es-
timates of total releases of lead from industrial com-
bustion, by NEA code, by an estimate of the number
of facilities in each NEA code. The number of facili-
ties in each NEA category was estimated using the
1987 Census of Manufactures. This Census, conducted
by the U.S. Department of Commerce, tallies the num-
ber of facilities by four-digit SIC code; these SIC codes
were matched to the NEA codes.

Dividing total lead emissions emitted by number
of facilities yielded the average yearly lead emissions
from industrial combustion for each SIC code. We
then assigned this average value to all reporting TRI
facilities in the SIC code. The consequence of this
approach is that the modeling of combustion from
industrial facilities includes substantially more sources
than the modeling of industrial process emissions;
combustion emissions are assigned to essentially all
facilities reporting to TRI, while the process emis-
sions are only evaluated for facilities actually report-
ing lead air emissions from processes.

One unavoidable drawback to this approach is that
it cannot capture differences in release quantities
among facilities within an SIC code. Furthermore, this
approach does not capture all combustion emissions
because we assign average emissions only to facili-

ties that report to TRI. TRI facilities account for be-
tween two percent and 50 percent of all facilities listed
in the Census of Manufacturers, depending on the SIC
code. Because of the inability to place the remaining
facilities geographically, this analysis excludes the
consideration of emissions from non-TRI facilities.

Methods Used to Determine Changes in
Lead Emissions from Electric Utilities
from 1975 to 1990

The estimation of lead emissions from electric
utilities required data from three different sources.
Energy use data for the control and no-control sce-
narios were obtained from the national coal use esti-
mates prepared for the section 812 analysis by ICF
Incorporated. The OAQPS Trends Database provided
emissions factors and control efficiencies. Individual
plant latitudes, longitudes, and stack information were
collected from the EPA Interim Emissions Inventory.
This analysis combines these three sets of data and
estimates annual lead emissions at the plant level for
coal burning electric utilities in the control and no-
control scenarios. This section describes the sources
and the methods used to create the final data set.

Coal-Use Data

The energy use data obtained from national coal-
use estimates provide plant level energy consumption
information for 822 electric utilities. The data set were
separated into four distinct sets for the years 1975,
1980, 1985, and 1990. Each set of data provided the
state where the plants are located, the plant names,
and the amount of coal consumed, for both the con-
trol and no-control scenarios. The four data sets were
combined into one comprehensive set by matching
the plants’ names and states.

The EPA Interim Emissions Inventory

The EPA Office of Air Quality Planning and Stan-
dards Technical Support Division provided the 1991
EPA Interim Emissions Inventory. The Interim Inven-
tory contains data for all electric utility and industrial
plants in the United States including latitude, longi-
tude, stack height, stack diameter, stack velocity, and
stack temperature. The additional stack parameter data
allowed the use of plant-specific parameters in the air
modeling for electric utilities rather than average pa-
rameters for all facilities as was done for industrial
emissions.
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Matching the Coal-Use Data to the Interim
Emissions Inventory

The combination of the Interim Emissions Inven-
tory and the coal-use data required two steps. First,
the Interim Emissions Inventory had to be pared down
to include only electric utility data, and to narrow the
information provided for each utility. Second, the two
databases had to be combined. One difficulty in com-
bining them was the lack of a common data field that
would allow a quick and complete matching process.

Electric utility plants were identified in the In-
terim Emissions Inventory by SIC code (code 4911).
The associated stack information file, which lists the
size of every stack on every plant, was reduced to in-
clude only the tallest stack for each plant. This pro-
vides a reasonable estimate of the stack height at which
most emissions occur. The air modeling assumes that
each electric utility releases its emissions from the
largest stack that exists at that plant.

Next, the procedure matched the abridged Interim
Emissions Inventory file with the coal use data. Due
to the lack of a common data field between the two
sets, this process required several phases. Both data
sets had name fields, but these fields utilized differ-
ent naming conventions for the plants. Therefore the
name fields were matched directly, with individual
words in the names, and then with abridged words
from the names. Abridged word matches were double
checked by ensuring that the names were indeed simi-
lar and by verifying that the state fields matched. Fi-
nally some matches were made by hand.

Only 27 unmatched plants with positive coal use
remained. There were 493 matched plants with posi-
tive coal usage and these were included in the final
data set.29 To eliminate under-counting of emissions,
the emissions from the 27 unmatched plants were al-
located to matched plants within the states where the
unmatched plants were located. Allocations were
weighted according to the emission level for each
matched plant within that state in the year in which
the allocation was being made.

Emissions Factors and Control Efficiencies

At this stage, the electric utilities data set con-
tained coal consumption by plant by year in the con-
trol and no-control cases as well as air modeling pa-
rameters. Using emission factors for lead and control
efficiencies for electric utilities, estimates of lead emis-
sions per plant per year could now be calculated. As
in the industrial source analysis, the emission factors
and control efficiencies come from the 1991 OAQPS
Trends database.

Control efficiencies are available for coal-fired
electric utilities in each year between 1975 and 1990.
As in the industrial source analysis, it is assumed that
pollution control on coal-burning power plants with-
out the CAA would be the same as the pollution con-
trol level in 1970. Therefore, the control efficiency
from 1970 is used in the no-control analysis.

The emission factor obtained from the Trends
database is expressed in terms of lead emitted per ton
of coal burned (6,050 grams per 1,000 tons).30 The
combined data set, though, contains quantity of coal
burned per plant per year in energy units (trillions of
BTUs). To reconcile this difference, a conversion fac-
tor was obtained from a 1992 DOE report titled Cost
and Quality of Fuels for Electric Utility Plants 1991.
The conversion factor used (20.93 million BTUs per
ton of coal) is the average BTU per pound of coal
burned for all domestic electric utility plants in 1990.
Data for a small subset of other years were also pro-
vided in the DOE report, but they did not differ sig-
nificantly from the 1990 number. Therefore, the 1990
conversion factor (637.3 pounds of lead per trillion
BTU) is assumed valid over the entire study period.
The final equation for lead emissions looks quite simi-
lar to the equation used in the industrial source analy-
sis.31 The only change is that “Economic Activity”
has been replaced by “Coal Consumed” for this par-
ticular analysis:

This equation produces estimates of the emissions
per plant per year in both the control and the no-con-
trol scenarios.

29 Plants with zero coal usage were not immediately excluded from the analysis due to the possibility of analyzing lead emissions
from oil combustion at these plants. However, OAQPS has suggested that oil combustion comprises under two percent of the total
lead emitted from electric utilities. For this reason, the electric utility analysis focused entirely on coal.

30 The actual figure cited is 12.1 metric pounds per 1,000 tons. A metric pound is one two-thousandth of a metric ton.

31 U.S. EPA, 1991a

          Emissions = (Coal Consumed) ×
              (Emission Factor) × (1 - Control Efficiency)   (26)
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Use of Air Dispersion Modeling to
Estimate Ambient Air Lead Levels

To link estimates of lead emissions to blood lead
levels of populations living in the vicinity of a facil-
ity, the lead benefits model first uses air dispersion
modeling to estimate air lead concentrations surround-
ing facilities that emit lead into the air. The air con-
centrations are then linked to blood lead levels.

This analysis uses the Industrial Source Complex
Long Term (ISCLT) air dispersion model, a steady-
state Gaussian plume model, to estimate long-term
lead concentrations downwind of a source. The con-
centration is modeled as a function of site parameters
(stack height, stack velocity).32 The general form of
the concentration equation from a point source at a
distance r greater than one meter away is as follows:33

where,
Cair = concentration at distance r (µg/m3),
Q = pollutant emission rate (g/sec),
f = frequency of occurrence of wind speed

and direction,
Θ = sector width (radians),
S = smoothing function used to smooth

discontinuities at sector boundaries,
u = mean wind speed (m/sec),
σz = standard deviation of vertical concentra-

tion distribution (m),
V = vertical term (m),
K = scaling coefficient for unit agreement.

For each facility modeled in the lead benefits
model, a 21 by 21 kilometer grid around the source is
specified. The model stores data in 1 km by 1 km cells
and calculates the air lead concentrations for each of
the 441 cells surrounding a given facility. Fugitive
sources are modeled similarly, the only difference
being a modified form of Equation 28.

For facility-specific weather data, the model used
Stability Array (STAR) data. The STAR data contain
information on typical wind speed and direction for

thousands of weather stations in the U.S. For each
facility, the model accesses the STAR data for the
weather station nearest the source. Standard default
parameters are used for the other parameters because
facility-specific data are not available for them (ex-
cept for utilities). Table G-3 lists default parameters
for the ISCLT, and summarizes sources for other pa-
rameters.

Industrial process emissions were modeled as ei-
ther point or fugitive sources, depending on how they
were reported in TRI. All industrial combustion emis-
sions were modeled as “fugitive” emissions. This is a
more appropriate model scenario for boiler emissions
than a 10 meter stack scenario. All electric utility
sources were modeled as point sources.

The model tracks all lead emissions to a given
grid cell. That is, if the plumes of two or more sources
overlap in a given cell, the air concentration in the
given cell is determined from the sum of all of the
contributing sources.

Determination of Blood Lead Levels
from Air Lead Concentrations

Once the air lead concentrations surrounding a
given plant are estimated, the model estimates blood
lead levels for children and adults living in those ar-
eas. This section describes the methods and data
sources used to derive blood lead levels from esti-
mated air lead concentrations.

Relationship Between Air Lead Concentrations
and Blood Lead Levels

The rates at which lead is absorbed from air de-
pend on the age of the exposed individual, distance
from the facility, the initial concentration of blood
lead, and other factors. In addition, rates determined
from empirical data may differ depending on whether
or not the analyses from which rates are derived have
controlled for factors such as lead exposure through
deposition on dust and soil (i.e., “indirect exposure”).
Especially when children constitute the exposed group,
the inclusion of indirect exposure results in higher air
lead to blood lead slopes. In both cases, the slope re-

C
air,r

    = ––––––––– - –––––––––––           (28)2K Q  f  S  V  D
uσ

z
ijk √2π rΘ

32 Ideally, reported stack and fugitive air releases would be modeled using site-specific data (such as source area or stack height).
However, since TRI does not contain such facility-specific information, default values are used to model TRI facilities.

33 This equation is from U.S. EPA (1992). The equation is for a specific wind speed, direction, and category (ijk). Each facility
has several combinations of these that must be added to arrive at a total concentration at that point. The equation for area sources is
similar.
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lationship is expressed as the change in blood lead
(µg/dL) per change in air concentration (µg/m3).

In performing this analysis, a choice had to be
made between the use of air lead:blood lead relation-
ships that account for inhalation exposure (“direct”
slopes) and those that account for exposure to lead
deposited from air onto soil and dust (“indirect”
slopes). The choice of which slopes to use considered
both the effects on the estimate of benefits over time
(from 1970 to 1990) and the estimate of the differ-
ence in benefits between the control and no-control
scenarios. The indirect slope is more comprehensive
in its coverage of the types of exposures that will re-
sult from air releases, and thus captures more of the
health effects predicted to occur from lead exposures,
especially to children. For this reason, indirect slopes
are preferred to direct slopes, especially when com-
paring the control and no-control scenarios: using only
the direct slope would underestimate the benefits of
avoiding deposition that controls confer. However,

indirect slopes may capture effects from exposure to
soil and dust lead deposited from both current air re-
leases and historic air releases. Since lead’s dissipa-
tion from soil is slow relative to its removal from air,
the reservoir of lead in soil and dust is unlikely to
change at the same rate as the reductions in air lead
concentrations. Therefore, using indirect slopes to
represent a change in blood lead over time due to re-
duced air emissions may overestimate the change in
blood lead, and thus overestimate the benefits of re-
ductions over time, to the extent that the indirect slope
captures exposure to the total reservoir of soil and dust
lead, rather than only recently deposited lead.

Given that the focus of this analysis is the differ-
ence between the control and no-control scenarios, it
is important to capture both the benefits from reduced
lead deposition that result from the CAA, and the di-
rect benefits from reduced air concentrations. There-
fore, this analysis modeled changes in blood lead lev-
els using indirect slopes. It should be kept in mind

Parameter
Industrial

Source
Value 

Electric
Utility
Value

Source/
Comment

Stack height 10 m site-specific or 115.0
m*

Industrial -- U.S. EPA (1992)  Utilities -- U.S.
EPA (1991b)

Exit velocity 0.01 m/s site-specific or 22.5
m/s*

Industrial -- U.S. EPA (1992)  Utilities -- U.S.
EPA (1991b)

Stack diameter 1 m site-specific or 5.15
m*

Industrial -- U.S. EPA (1992)  Utilities -- U.S.
EPA (1991b)

Exit gas temperature 293o K site-specific or
427.5*

Industrial -- U.S. EPA (1992)  Utilities -- U.S.
EPA (1991b)

Area source size 10 m2 10 m2 U.S. EPA (1992)

Area source height 3 m 3 m U.S. EPA (1992)

Lead emission rate site-specific site-specific Industrial -- TRIS (lbs/yr)
Utilit ies -- SAI & OA QPS (lbs/yr) 

Frequency of wind speed
and direction

site-specific site-specific ST AR data

Sector width 22.5o 22.5o 360o divided by 16 wind direct ions

Wind speed site-specific site-specific ST AR data (m/sec)

Smoothing function calculated calculated

Vertical term calculated calculated

* average value for electric utilities, ut ilized for utilit ies without this information

Source
Value Value

Comment

10 m site-specific or 115.0
m*

Industrial -- U.S. EPA (1992)  Utilities -- U.S.
EPA (1991b)

0.01 m/s site-specific or 22.5
m/s*

Industrial -- U.S. EPA (1992)  Utilities -- U.S.
EPA (1991b)

1 m site-specific or 5.15
m*

Industrial -- U.S. EPA (1992)  Utilities -- U.S.
EPA (1991b)

293o K site-specific or
427.5*

Industrial -- U.S. EPA (1992)  Utilities -- U.S.
EPA (1991b)

10 m2 10 m2 U.S. EPA (1992)

3 m 3 m U.S. EPA (1992)

site-specific site-specific Industrial -- TRIS (lbs/yr)
Utilit ies -- SAI & OA QPS (lbs/yr) 

site-specific site-specific ST AR data

22.5o 22.5o 360o divided by 16 wind direct ions

site-specific site-specific ST AR data (m/sec)

calculated calculated

Vertical term calculated calculated

* average value for electric utilities, ut ilized for utilit ies without this information

Table G-3.  Air Modeling Parameters.
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that this choice may overestimate blood lead changes
over time for both the control and no-control scenarios.

The relationship between concentrations of lead
in ambient air and blood lead concentrations has been
evaluated by a variety of methods. These include ex-
perimental studies of adult volunteers, as well as epi-
demiological studies of different populations of chil-
dren and adults. The discussion below describes the
slopes used in this analysis for children and adults,
and for individuals with blood lead values greater than
30 µg/dL.

Children

U.S. EPA (1986b) reports that slopes which in-
clude both direct (inhalation) and indirect (via soil,
dust, etc.) air lead contributions vary widely, but typi-
cally range from three to five µg/dL increment in
children’s blood lead per µg/m3 increment in air lead
concentration (roughly double the slope due to inhaled
air lead alone). Since hand dust levels can play a sig-
nificant role in blood lead levels (U.S. EPA, 1986b),
this higher slope may be due to mouthing behavior of
children that brings them into contact with dust and
soil.

Specific values for estimating contribution of air
lead to blood lead, including indirect pathways, are
cited in U.S. EPA (1986b); slope values (ranging from
-2.63 to 31.2) and data sources for these values are
presented in Table 11-36 of U.S. EPA (1986b). The
median of these values is 4.0 µg/dL per µg/m3, which
matches the midpoint of the range of typical slope
values. This analysis used this value to represent the
relationship between air lead concentrations and blood
lead concentrations for children living in the vicinity
of point sources of lead emissions.

The use of this slope assumes that indirect expo-
sure” principally measures indirect effects of lead
emissions to air (through deposition to dust and soil).
However, it is possible that these slopes include other
exposures not related to air lead. In many cases re-
searchers have measured other possible exposures,
such as water and food, and have confirmed that the
most significant contribution comes from soil and dust

lead, which is assumed to result from air deposition
of lead. Those studies that measured lead in tap water
showed that mean levels were generally low or not
significantly related to blood lead. Landrigan et al.
(1975) measured lead in pottery and food; lead in pot-
tery was found in only 2.8 percent of homes, and food
and water made no more than a negligible contribu-
tion to lead uptake. Lead in paint was measured in
some studies.34 Landrigan and Baker (1981) measured
lead in paint at levels greater than one percent in about
one fourth to one third of the houses in each area stud-
ied. Brunekreef et al. (1981) measured high levels of
paint in some houses, but excluded these data points
from the analysis.

Despite the possibility of confounding factors, this
analysis uses the median value determined above (4.0
µg/dL per µg/m3) as the appropriate slope for chil-
dren living within five kilometers of the point source.
Five kilometers is chosen as the cut off point because
the data from most of the studies cited collected the
majority of their data points near lead smelters.35 Fur-
thermore, these slopes, although measured primarily
in the vicinity of smelters, are assumed applicable to
all point sources that emit lead into the air.

Adults

For adult males and females, the air lead/ blood
lead slopes that include indirect effects due to soil and
dust differ very little from slopes that include only
direct effects. This result is expected since the higher
indirect slope values estimated for children are as-
sumed to be as a result of mouthing behavior typical
of young children.

U.S. EPA (1986b) describes several population
studies that estimate indirect slopes for men; these
slopes range from -0.1 to 3.1 µg/dL per µg/m3.36 Snee
(1981) determined a weighted average of these stud-
ies and one other study.37 The average slope, weighted
by the inverse of each study’s variance, is 1.0 µg/dL
per µg/m3. However, the Azar study measured the di-
rect relationship between air lead and blood lead. Ex-
cluding the Azar study from the weighted average,
the average slope is 1.1 µg/m3. Excluding the highest
and lowest slopes from this group (from Goldsmith,

34 Landrigan and Baker, 1981; Brunekreef et al., 1981.

35 U.S. EPA, 1986b, Table 11-36.

36 Johnson et al., 1976; Nordman, 1975; Goldsmith, 1974; Tsuchiya et al., 1975; Fugas et al., 1973.

37 Azar et al., 1975.
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1974 and Tsuchiya et al., 1975), both of which had
difficulties,38 the resulting slope is 1.4 µg/dL per µg/
m3.

Slopes for females range from 0.6 to 2.4 for gen-
eral atmospheric conditions.39  Snee determined an
average slope for women of 0.9 µg/dL per µg/m3,
weighted by the inverse of the variances of the stud-
ies. Excluding the slope for women from Goldsmith
(1974), the resulting slope for women is 1.0 µg/dL
per µg/m3.

These values are adjusted by a factor of 1.3 to
account for the resorption of lead from bone tissue
(according to Chamberlain, 1983), thus deriving an
adjusted slope estimate of 1.8 µg/dL blood lead per
µg/m3 increment in air lead concentration for men and
1.3 for women. These are the slope estimates used in
this analysis.

Individuals with initial blood lead levels of 30
µg/dL and greater

For individuals with high blood lead levels, the
air lead to blood lead uptake slopes have been shown
to be much shallower, as described by U.S. EPA
(1986b). An appropriate change in blood lead per
change in air lead is 0.5 µg/dL per µg/m3 for indi-
viduals that have initial blood lead levels in the range
of 30 to 40 µg/dL. This value is based on cross-sec-
tional and experimental studies.40 For individuals with
initial blood lead levels greater than 40 µg/dL, an ap-

propriate range of slopes is 0.03 to 0.2, as determined
by occupational studies listed in Table 11-37 of U.S.
EPA (1986b). The median value of these studies is
0.07. These two slopes (0.5 for the population with
blood lead levels between 30 and 40 µg/dL and 0.07
for blood lead levels greater than 40 µg/dL) are used
for both children and adults in this analysis. These
relationships are summarized in Table G-4.

Estimates of Initial Blood Lead Concentrations

The benefits model requires an initial distribution
of blood lead levels in the exposed populations to
model health benefits of reducing lead air emissions.
The model estimates the new distribution of blood lead
levels that would exist after a given change in air con-
centrations using the slopes described above. Finally,
the model estimates the difference between the two
distributions. This analysis begins with an initial 1970,
no-control scenario blood lead distribution from which
all subsequent changes are modeled. This approach
requires an estimate of the blood lead distributions in
the U.S. population in 1970. Unfortunately, there are
no actual national blood lead distribution estimates
for 1970. Although the first NHANES study covered
1970, blood lead data were not collected in this study.41

Nonetheless, a 1970 distribution of blood lead was
estimated using NHANES II data (from 1976-1980),
combined with estimates of typical changes in blood
lead levels from 1970-1976 observed in localized
screening studies.

Individuals with blood lead
levels < 30 µg/dL

Individuals with blood lead
levels 30-40 µg/dL

Individuals with blood
lead levels > 40 µg/dL

Adult Males 1.8 0.5 0.07

Adult Females 1.3 0.5 0.07

Children 4.0 0.5 0.07

levels < 30 µg/dL levels 30-40 µg/dL lead levels > 40 µg/dL

1.8 0.5 0.07

1.3 0.5 0.07

4.0 0.5 0.07

Table G-4.  Estimated Indirect Intake Slopes:  Increment of Blood Lead Concentration (in µg/dL) per
Unit of Air Lead Concentration (µg/m3).

38 Goldsmith (1974) refrigerated (rather than froze) the blood samples, and did not analyze the samples until 8 or 9 months after
they were taken, and restricted the analysis to one determination for each blood sample. Tsuchiya et al. (1975) measured air lead
concentrations after blood samples were taken; blood was drawn in August and September of 1971, whereas air samples were taken
during the 13 month period from September 1971 to September 1972.

39 Tepper and Levin, 1975; Johnson et al., 1976; Nordman, 1975; Goldsmith, 1974; Daines et al., 1972.

40 U.S. EPA, 1986b.

41 NCHS, 1993a.
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A major drawback to this approach is the uncer-
tainty in deriving the 1970 estimates. Another draw-
back to beginning with the 1970 level and modeling
changes from that point is the analysis only represents
changes in lead exposure from air; reductions from
other sources of lead exposure are not accounted for.
The purpose of this analysis is to identify changes at-
tributable to the CAA mandates; changes from other
sources of lead exposure should not be considered.
However, due to nonlinear nature of the lead concen-
tration-response functions (see above), the overall
exposure context in which the air lead exposure re-
ductions take place will influence the estimate of ben-
efits from those reductions. Specifically, at higher
blood lead levels, the slope of the concentration-re-
sponse curve is shallower than at lower levels. As a
result, a given change in the mean blood lead level
may result in a smaller change in the health effect if
the change occurs from a relatively high starting level.
On the other hand, if one accounts for the fact that
other sources of lead exposure are reduced at the same
time that the given air reductions occur, then those air
emissions reductions may result in greater changes in
health risk.

This issue is of concern even though the analysis
focuses on the difference between the control and no-
control scenarios, since the health benefit implications
of the emissions differentials between the scenarios
will depend on the point on the blood lead distribu-
tion curve at which the differences are considered.
That is, a difference between a mean blood lead of 25
µg/dL and one of 20 µg/dL may have different health
implications than a difference between 15 µg/dL and
10 µg/dL, even though the absolute value of the dif-
ference is the same (5 µg/dL).

An alternative method is to “start” with a 1990
blood lead level and to “back-calculate” benefits by
representing the differentials as increases over the
1990 levels, rather than decreases from 1970 levels.
The advantage of this approach is that it accounts for
reductions in lead exposure from other sources, as rep-
resented by current blood lead levels. Its disadvan-
tage is that it holds other sources constant to (lower)
1990 levels, and thus the modeling may underesti-
mate actual blood lead distributions in earlier years,
and thereby overestimate benefits from controls dur-

ing those years. This analysis presents the results of
both approaches, indicated as “forward-looking” and
“backward-looking”.

Combination of Air Concentration
Estimates with Population Data

The modeled air lead concentrations at various
distances from the sources were combined with popu-
lation data from the Census Bureau to arrive at an
estimate of the number of cases of health effects for
each of the years from 1970 to 1990 in both the con-
trol and no-control scenarios. The primary census in-
formation was accessed from the Graphical Exposure
Modeling System Database (GEMS), an EPA main-
frame database system. The following data were ob-
tained from GEMS for the years 1970, 1980, and 1990:
total population for each Block Group/Enumeration
District (BG/ED); state and county FIPS codes asso-
ciated with each BG/ED; latitude and longitude of each
BG/ED; and population of males under 5 and females
under 5 for each BG/ED. The intervening five year
intervals (1975 and 1985) were estimated using the
Intercensal County Estimates from the Census, which
estimate annual populations on a county by county
basis. The decennial Census data and the Intercensal
County Estimates data sets were related by county
FIPS codes; the population in each BG/ED was as-
sumed to grow or shrink at the same rate as the county
population as a whole.

Since the concentration-response data are particu-
lar to specific sex and adult age groups, additional
population data were also required to determine the
sizes of affected subpopulations. For 1990 age and
sex, the U.S. Census, 1992 was used, with age groups
tallied as necessary. For 1980 age and sex, the U.S.
Census, 1982 was used, with age groups also tallied
as necessary. The 1970 age and sex breakdowns were
obtained through personal communication with the
Census Bureau.42 The age and sex percentages were
interpolated for intervening years.

Pregnant women are often a subpopulation of in-
terest for lead effects. Although pregnant women
themselves may be harmed by exposure to lead, this
analysis was concerned with pregnant women because
of possible effects on their fetuses who will be born

42 Personal communication, Karl Kuellmer, Abt Associates and the Bureau of Census, Population, Age and Sex telephone staff,
March, 1994.
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and evince effects as young children. To estimate the number of exposed fetuses who were born during the years
of interest,43 birth rates for 1970, 1980 and 1990 were obtained from the Census Bureau.44 These birth rates
were used to interpolate for years between 1970 and 1980, and for the years between 1980 and 1990.

Results

For both the control and no-control scenarios, Table G-5 shows estimated lead emissions from electric
utilities, industrial processes, and industrial combustion. Tables G-6 and G-7 show the differences in health
impacts between the two scenarios (for industrial processes, industrial combustion and electric utilities only) for
the “forward-looking” and “backward-looking” analyses. The modeled population for each year is also pre-
sented.

43 Note that we do not record the number of pregnancies, since the valuation only applies if the child is born and lives to exhibit
the effect. Neither are we concerned with whether the births are single or multiple births, since each fetus is at risk, whether a
pregnant women carries one or more fetuses.

44 Personal communication, Karl Kuellmer, Abt Associates and the Bureau of Census, Population, Fertility/Births telephone
staff.

1970 1975 1980 1985 1990

Electric Utilitiesaa

Control  Scenario
1,351 636 175 190

Electric Utilitiesaa

No-control Scenario
2,309 3,143 3,670 3,864

Industrial Processes Control
Scenario

7,789 3,317 1,032 670 658

Industrial Processes
No-control Scenario

7,789 7,124 6,550 5,696 5,305

Industrial Combustion
Control  Scenario

4,329 4,354 1,880 190 187

Industrial Combustion
No-control Scenario

4,329 4,457 4,653 4,584 4,596

a Appropriate data on electric ut ilities do not exist for years prior to 1975.

1970 1975 1980 1985 1990

1,351 636 175 190

2,309 3,143 3,670 3,864

7,789 3,317 1,032 670 658

7,789 7,124 6,550 5,696 5,305

4,329 4,354 1,880 190 187

No-control Scenario
4,329 4,457 4,653 4,584 4,596

a Appropriate data on electric ut ilities do not exist for years prior to 1975.

Table G-5.  Estimated Lead Emissions from Electric Utilities, Industrial Processes, and
Industrial Combustion (in Tons).
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Health Effect 1975 1980 1985 1990

Mortality

  Men (40-54) 0.1 1.5 2.5 2.7

  Men (55-64) 0.0 1.1 1.8 1.8

  Men (65-74) 0.0 0.4 0.7 0.8

  Women (45-74) 0 0.8 1.3 1.4

  Infants 0 0.001 0.002 0.002

  Total 0.1 3.9 6.3 6.7

Coronary Heart Disease

  Men (40-54) 0.1 1.8 3.0 3.3

  Men (55-64) 0.0 0.7 1.2 1.2

  Men (65-74) 0.0 1.0 1.6 1.7

  Women (45-74) 0.1 1.3 2.1 2.1

  Total 0.2 4.8 8.0 8.3

Strokes

  Cerebrovascular Accident (men 45-74) 0.1 1.1 1.8 1.8

  Cerebrovascular Accident (women 45-74) 0 0.5 0.9 0.9

  Brain Infarction (men 45-74) 0 0.7 1.1 1.1

  Brain Infarction (women 45-74) 0 0.4 0.6 0.6

  Total 0.1 2.7 4.4 4.4

Hypertension (men 20-74) 149 3,790 6,350 6,670

IQ Decrement

  Lost IQ Points 630 14,300 22,700 23,900

  IQ<70 (cases) 3 60 120 125

Population Exposed (millions) 188 197 207 217

Table G-6.  Yearly Differences in Number of Health Effects Between the Control and No-
control Scenarios:  Industrial Processes, Boilers, and Electric Utilities (Holding Other Lead
Sources at Constant 1970 Levels).
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Health Effect 1975 1980 1985 1990

Mortality
  Men (40-54) 0.3 6.9 11.5 12.5

  Men (55-64) 0.2 5.1 8.3 8.2
  Men (65-74) 0.1 2.0 3.5 3.9
  Women (45-74) 0.2 3.9 6.4 6.4

  Infants 0 0.001 0.002 0.002
  Total 0.8 17.9 29.7 31.0

Coronary Heart Disease
  Men (40-54) 0.4 8.3 13.8 15.0
  Men (55-64) 0.1 3.4 5.6 5.6

  Men (65-74) 0.2 4.4 7.6 8.0
  Women (45-74) 0.2 5.9 9.6 9.7

  Total 0.9 22.1 36.6 38.3

Strokes

  Cerebrovascular Accident (men 45-74) 0.2 5.0 8.1 8.2
  Cerebrovascular Accident
     (women 45-74)

0.1 2.6 4.1 4.2

  Brain Infarction (men 45-74) 0.1 2.8 4.6 4.7

  Brain Infarction (women 45-74) 0.1 1.6 2.7 2.7
  Total 0.5 12.0 19.5 19.8

Hypertension (men 20-74) 422 10,800 18,100 19,000

IQ Decrement

  Lost IQ Points 630 14,300 22,700 23,900
  IQ<70 (cases) 0 31 50 61

Population Exposed (millions) 188 197 207 217

Health Effect 1975 1980 1985 1990

Table G-7.  Yearly Differences in Number of Health Effects Between the Control and No-control
Scenarios:  Industrial Processes, Boilers, and Electric Utilities (Holding Other Lead Sources at
Constant 1990 Levels).



Appendix G: Lead Benefits Analysis

G-31

Reduction in Health Effects
Attributable to Gasoline Lead
Reductions

Estimating Changes in Amount of Lead
in Gasoline from 1970 to 1990

The relationship between the national mean blood
lead level and lead in gasoline is calculated as a func-
tion of the amount of lead in gasoline consumed. Thus,
to calculate the health benefits from gasoline lead re-
ductions, necessary inputs are estimates of lead in
gasoline consumed over the period 1970 to 1990 and
the amount of lead in gasoline that would have been
consumed in the absence of the Clean Air Act. These
values are calculated using the quantity of both leaded
and unleaded gasoline sold each year and the con-
centration of lead in leaded and unleaded gasoline for
each year in the period of interest. For each year, the
relationship is expressed as:

where:
LEAD = average lead per day in gasoline

sold in a given year (metric tons/
day),

SOLD = total quantity of gasoline sold
(million gal/yr),

FRACPb = fraction of total gasoline sales
represented by leaded gasoline
(dimensionless),

Pbleaded = lead content of leaded gasoline
(g/gal), and

Pbunleaded = lead content of unleaded gasoline
(g/gal).

Gasoline Sales (SOLD): Data on annual gasoline
sales were taken from a report by Argonne National
Laboratories (1993) which presented gasoline sales
for each state in five year intervals over the period
1970-1990. This analysis used linear interpolation to
estimate the gasoline sales for years between the re-
ported years. These data were summed to obtain na-
tional sales figures.

Fraction of Total Sales Comprised of Leaded Gaso-
line (FRAC

Pb
): For the control scenario, this analysis

used information reported by Kolb and Longo (1991)
for the fraction of the gasoline sales represented by
leaded gasoline for the years 1970 through 1988. For
1989 and 1990, data were taken from DOE (1990 and
1991, respectively). For the no-control scenario, all of
the gasoline sold was assumed to be leaded for all years.

Lead Content of Gasoline (Pb
leaded

 and Pb
unleaded

):
Argonne National Laboratory in Argonne, Illinois was
the source for the data on the lead content of leaded
and unleaded gasoline for the period 1974-1990.
Argonne compiled these data from historical sales data
submitted to EPA, from Clean Air Act regulations on
lead content, and from recent Motor Vehicle Manu-
facturers Association (MVMA) surveys. For 1970
through 1973, this analysis assumed the lead content
of gasoline to be at the 1974 level. For the no-control
scenario, this analysis used the 1974 lead content in
leaded gasoline as the lead content in all gasoline for
each year.

Estimating the Change in Blood Lead
Levels from the Change in the Amount of
Lead in Gasoline

Several studies have found positive correlations
between gasoline lead content and blood lead levels.45

Data from the National Health and Nutrition Examina-
tion Survey (NHANES II) have been used by other re-
searchers who determined similar positive correlations
between gasoline lead and blood lead levels.46

The current analysis used a direct relationship be-
tween consumption of lead in gasoline and blood lead
levels to estimate changes in blood lead levels result-
ing from Clean Air Act regulation of the lead content
of gasoline. This relationship was based on regression
analyses of the reduction of leaded gasoline presented
in the 1985 Regulatory Impact Analysis (RIA).47 Sev-
eral multiple regressions were performed in the RIA to
relate gasoline usage with individuals’ blood lead lev-

LEAD = –––––––– × [FRACPb × PBleaded + (1 - FRACPb) × PBunleaded]      (29)SOLD
365 days









45 U.S. EPA, 1985; Billick et al., 1979; Billick et al., 1982.

46 Janney, 1982; Annest et al., 1983; Centers for Disease Control, 1993; National Center for Health Statistics, 1993b.

47 U.S. EPA, 1985.
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els, which were taken from NHANES II. These re-
gressions of blood lead on gasoline usage controlled
for such variables as age, sex, degree of urbanization,
alcohol consumption, smoking, occupational expo-
sure, dietary factors, region of the country, educational
attainment, and income. The regressions suggested
that a decrease of 100 metric tons per day (MTD) of
lead used in gasoline is associated with a decrease in
mean blood lead concentration of 2.14 µg/dL for
whites and 2.04 µg/dL for blacks. In both of these
regressions, gasoline use was found to be a highly sig-
nificant predictor of blood lead (p < 0.0001).48

To determine a single gasoline usage-blood lead
slope for the entire population of the U.S., this analy-
sis used the average of the slopes for blacks and for
whites, weighted by the percentage of blacks and
whites in the U.S. during the time period of the analy-
sis.49 The resulting relationship is 2.13 µg/dL blood
lead per 100 metric tons of lead in gasoline consumed
per day. The same relationship was used to model
changes in both children’s and adults’ blood lead lev-
els. The U.S. EPA (1985) analyzed data from a study
of black children in Chicago during the time period
1976 to 1980 and determined a slope of 2.08 µg/dL
per 100 MTD. This slope for children is very similar
to the one used in this analysis.

1970-Forward and 1990-Backward Approaches

As with the industrial processes and boilers analy-
sis, this analysis used two different approaches to de-
termine mean blood lead levels based on changes in
lead concentrations in gasoline. In the 1970-forward
approach, the calculations began with the estimated
blood lead level for 1970. The change in blood lead
level from one year to the next was based upon the
change in the amount of lead in gasoline sold, as dis-
cussed above, for both the control and no-control sce-
narios. For example, to calculate the blood lead level
for 1971, the calculated change in blood lead from
1970 to 1971 was added to the 1970 value. This pro-
cess was repeated for each succeeding year up to 1990.

The 1990-backward approach began with a mean
blood lead level in 1990 for the control scenario. For
the no-control scenario, the starting blood lead was
estimated from the 1990 level used in the control sce-

nario, plus an additional blood lead increment result-
ing from the difference between the 1990 consump-
tion of lead in gasoline under the two scenarios. Again,
the difference in mean blood lead levels from one year
to the next was based on the change in gasoline lead
for the corresponding years. For example, the differ-
ence in blood lead levels between 1990 and 1989 was
subtracted from the 1990 level to determine the 1989
level. The process was continued for each year back
to 1970.

Relating Blood Lead Levels to Population Health
Effects

The mean blood lead levels calculated using the
methods described above were used in the dose-re-
sponse functions for various health effects (e.g., hy-
pertension, chronic heart disease, mortality). This in-
formation was then combined with data on the resi-
dent population of the 48 conterminous states in each
year to determine the total incidence of these health
effects attributable to lead in gasoline. A Department
of Commerce Publication (1991) was used to obtain
the total population in 1970, 1980, and 1983-1990,
while a different publication was the source of the
1975 population values.50 Linear interpolation was
used to estimate the populations in years for which
specific data were not available.

For certain health effects, it was necessary to know
the size of various age groups within the population.
Two different sources were used to estimate the pro-
portions of the population in the age groups of inter-
est. A U.S. Census summary (U.S. Dept. of Com-
merce, 1990) was used for information for 1990 for
children and adults and for 1980 for adults, and Cen-
sus Telephone Staff (U.S. Dept. of Commerce, 1994)
provided information for 1980 for children and 1970
for children and adults. The populations for the inter-
vening years were estimated by linear interpolation.

Changes in Leaded Gasoline Emissions and
Resulting Decreased Blood Lead Levels and Health
Effects

Table G-8 shows the estimated quantity of lead
burned in gasoline in the five year intervals from 1970
to 1990. Tables G-9 and G-10 show the difference in

48 U.S. EPA, 1985.

49 U.S. Department of Commerce, 1992. Although the percentages of blacks and whites changed slightly over this time period
(1970-1990), the change did not affect the value of the weighted slope.

50 U.S. Dept. of Commerce, 1976.
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health impacts between the two scenarios (for lead in
gasoline only) for the “forward-looking” and “back-
ward-looking” analyses. In general, health effect ben-
efits resulting from gasoline lead reductions exceed
those predicted from lead reductions at the point
sources examined (i.e., industrial processes and boil-
ers and electric utilities) by three orders of magni-
tude.

1970 1975 1980 1985 1990

Control Scenario 176,100 179,200 86,400 22,000 2,300

No-control Scenario 176,100 202,600 206,900 214,400 222,900No-control Scenario 176,100 202,600 206,900 214,400 222,900

Table G-8.  Lead Burned in Gasoline (in tons).
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Health Effect 1975 1980 1985 1990

Mortality
  Men (40-54) 309 1,820 3,340 4,150

  Men (55-64) 220 1,340 2,380 2,700
  Men (65-74) 81 520 999 1,260
  Women (45-74) 155 939 1,710 2,060

  Infants 456 2,340 3,930 4,940
  Total 1,220 6,960 12,400 15,100

Coronary Heart Disease
  Men (40-54) 230 1,360 2,540 3,280
  Men (55-64) 92 563 1,030 1,220

  Men (65-74) 113 723 1,380 1,750
  Women (45-74) 73 442 805 965

  Total 508 3,090 5,760 7,210

Strokes

  Cerebrovascular Accident (men 45-74) 147 884 1,610 1,960
  Cerebrovascular Accident 
     (women 45-74)

73 442 805 965

  Brain Infarction (men 45-74) 85 508 927 1,130

  Brain Infarction (women 45-74) 47 286 521 624
  Total 352 2,120 3,862 4,679

Hypertension (men 20-74) 677,000 4,200,000 7,840,000 9,740,000

IQ Decrement

  Lost IQ Points 1,030,000 5,020,000 8,580,00010,400,000
  IQ<70 (cases) 3,780 20,100 36,500 45,300

Population Exposed (millions) 214 225 237 247

Health Effect 1975 1980 1985 1990

Table G-9.  Yearly Differences in Number of Health Effects Between the Control and No-control
Scenarios: Lead in Gasoline only (Holding Other Lead Sources at Constant 1970 Levels).
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Health Effect 1975 1980 1985 1990

Mortality
  Men (40-54) 476 3,040 6,140 7,950

  Men (55-64) 342 2,250 4,430 5,240
  Men (65-74) 128 886 1,880 2,480
  Women (45-74) 242 1,590 3,210 4,030

  Infants 456 2,340 3,930 4,940
  Total 1,640 10,100 19,600 24,600

Coronary Heart Disease
  Men (40-54) 356 2,280 4,690 6,310
  Men (55-64) 142 945 1,910 2,370

  Men (65-74) 176 1,220 2,570 3,380
  Women (45-74) 113 740 1,490 1,860

  Total 787 5,180 10,700 13,900

Strokes

  Cerebrovascular Accident (men 45-74) 225 1,460 2,940 3,720
  Cerebrovascular Accident 
     (women 45-74)

113 740 1,490 1,860

  Brain Infarction (men 45-74) 129 837 1,680 2,120

  Brain Infarction (women 45-74) 73 477 955 1,190
  Total 540 3,514 7,065 8,890

Hypertension (men 20-74) 984,000 6,350,000 12,300,00015,600,000

IQ Decrement

  Lost IQ Points 1,030,000 5,030,000 8,580,00010,400,000
  IQ<70 (cases) 3,790 20,100 36,500 45,300

Population Exposed (millions) 214 225 237 247

Health Effect 1975 1980 1985 1990

Table G-10.  Yearly Differences in Number of Health Effects Between the Control and No-
control Scenarios: Lead in Gasoline only  (Holding Other Lead Sources at Constant 1990
Levels).
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